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About Myself
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Social Media Health Mining
● 2014–2024: (Senior) Lecturer/apl. Prof at IMS, Uni Stuttgart
Natural Language Understanding and Generation
● 03/2024: Full Professor for Fundamentals of NLP, Bamberg
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Annotation Tasks and Data Acquisition (1/2)

Example 1: POS Tagging (“What are the POS tags”?)
He walks to the kitchen .
PP VERB PREP DT NOUN .

⇒ Presumably objective task, annotation of existing texts with trained experts.

Example 2: Hate Speech Detection
(“Is this, legally considered, hate speech in Europe?”)

The religious group of Norse paganism is terrible and should be eliminated from our country.
Yes, negative mention of minority group and call for action.

⇒ Presumably objective task, annotation of existing texts with trained experts.

Fundamentals of Natural Language Processing Roman Klinger 7 / 57
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Annotation Tasks and Data Acquisition (2/2)

Example 3: Sentiment Analysis (“Do you find this text positive?”)

The AFD is the only party which plans to do something good for Germany.
Good. (if you like the AFD). Bad. (otherwise)

→ Subjective task, annotation of existing texts by multiple people.

Example 4: Author-Perspective Emotion Detection
(“Which emotion did the author feel in context of the described event?”)

I organized the funeral service.
Pride? Sadness?

⇒ Annotators challenged to recreate author-level labels.
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Subjective Tasks of Author-Related Labels

There are many such tasks:
● Author’s emotional state
● Deception
● Personality
● Demographics
● Intend
● …

Fundamentals of Natural Language Processing Roman Klinger 9 / 57
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Questions to discuss

● Can annotators reconstruct author level private states?
● Use case study on event-centered emotion analysis

● When people create synthetic posts in an experiment, how unrealistic is the outcome?
● Use case study on multimodal emotion analysis

● Can we make people to have an intention?
● Use case study on deception detection.

● Can people successfully play to be different than they actually are?
● Use case study on coping strategy detection

Fundamentals of Natural Language Processing Roman Klinger 10 / 57
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Emotion Analysis: What we want to do.

Emotion Analysis Systems Category: Joy

Fundamentals of Natural Language Processing Roman Klinger 13 / 57



Motivation Reconstruction Representativeness Intentions Role Playing Take Home

Emotion Examples

Which emotion was felt by the
author of the examples?

How did you recognize that?

● “She became angry.”
● “A tear was running down my face.”
● “Their dog ran towards me quickly.”

With this exercise, we discussed:
● What is an appropriate set of emotions?
● How are they expressed/recognized?
● Emotions are subjective.

Fundamentals of Natural Language Processing Roman Klinger 14 / 57
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How to define a categorical system of emotions?

love

submission

awe

disapprovalremorse

contempt

aggressiveness

optimism

interest

anticipation

vigilance

ecstasy

joy

serenity

acceptance

trust

admiration

terror fear apprehension

distraction

surprise

amazem.
grief

sadness

pensiveness

boredom

disgust

loathing

rageangerannoyance

V
al
en
ce

Arousal

content joyful

depressing angry

delighted

glad

alarmed

annoyed

frustratedmiserable

bored

tired

calm

satisfied

pleased
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Definition of Emotions: Components

Emotion (Scherer, 2005)

Emotions are “an episode of interrelated,
synchronized changes in the states of […] five
organismic subsystems in response to the
evaluation of a […] stimulus-event …”

Event

Feeling Expression Bodily Symptom

Cognitive AppraisalAction Tendency
Components

Fear Name

Fundamentals of Natural Language Processing Roman Klinger 16 / 57
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Cognitive Appraisal in Scherer’s Component Process model

E
ve
n
t

Relevance Implication Coping

Novelty

Intrinsic
Pleasantness

Goal
Relevance

Causality:
agent

Goal
conduciveness

Outcome
probability

Urgency

Causality
motive

Expectation
discrepancy

Control

Adjustment

Power

Internal
standards

External
standards

Normative
Significance

K.R. Scherer (2001). Appraisal Considered as a Process of Multilevel Sequential Checking.
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Research Questions

● Can appraisals and emotions be annotated reliably by external annotators?

Fundamentals of Natural Language Processing Roman Klinger 18 / 57
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Approach

Writer Readers

Appraisal
+

Emotion

Event
Description

produces

annotates

assess

reconstruct

recollects

Event

(1) (2) (3)

Phase 1 Phase 2

● Production: 550 event descriptions for anger, boredom, disgust, fear, guilt/shame, joy,
pride, relief, sadness, surprise, trust, no emotion
● Five readers for subset of produced texts
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Examples

pride I baked a delicious strawberry cobbler.

fear I felt ... when there was a power outage in my home. That day, my wife and I were
cuddling in the sitting room when a thunderstorm started. Then ... filled me when
thunder hit our roof and all the lights went off.

joy I found the perfect man for me, and the more time goes on, the more I realized he was
the best person for me. Every day is a ....

Fundamentals of Natural Language Processing Roman Klinger 20 / 57
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Reliability Results

Agreement

Emotion Appraisal
F1 Acc. RMSE

Condition Val. #Pairs G–V V–V G–V V–V G–V V–V

All Data 6600 12000 .49 .50 ∗.49 ∗.52 ∗1.57 ∗1.48

Gender
match

M–M 631 1113 .50 ∗.45 .51 ∗.49 1.55 1.50
F–F 2405 1377 .49 ∗.52 .51 ∗.55 1.57 ∗.1.50
̸= 2962 3920 .49 ∗.48 .50 ∗.52 1.57 ∗.1.48

Age diff.
> 7 3089 7991 .49 ∗.48 .51 ∗.51 ∗1.58 1.48
≤ 7 2076 3939 .49 ∗.51 .50 ∗.54 ∗1.56 1.48

Validators’
Event Fam.

> 3 1386 540 .49 .44 .51 .47 ∗1.60 ∗1.42
≤ 3 2099 676 .48 .45 .49 .48 ∗1.58 ∗1.47

Validators’
Openness

+ 2685 1472 .49 .49 .50 .52 1.57 1.47
− 3000 1568 .49 .48 .50 .51 1.57 1.48

Validators’
Conscien.

+ 3151 1638 ∗.48 .51 ∗.49 .53 ∗1.57 ∗1.49
− 2589 1426 ∗.50 .51 ∗.51 .54 ∗1.56 ∗1.46

Validators’
Extraversion

+ 2878 1685 .49 ∗.48 .50 ∗.51 ∗1.58 ∗1.51
− 2812 1535 .50 ∗.52 .51 ∗.55 ∗1.56 ∗1.46

Validators’
Agreeabl.

+ 2675 1451 .49 ∗.51 .51 ∗.54 ∗1.58 1.47
− 2930 1553 .48 ∗.45 .49 ∗.49 ∗1.56 1.47

Validators’
Emot. Stab.

+ 2838 3009 ∗.48 ∗.48 ∗.49 ∗.51 ∗1.57 ∗1.50
− 2792 2897 ∗.50 ∗.51 ∗.51 ∗.54 ∗1.56 ∗1.46

● Validators agree more with each other than with
the generator

● V–G agreements:
● Higher agreement for Female pairs
● Low age difference leads to higher agreement

● V properties only:
● Event familiarity hurts agreement for

appraisal
● We expected Open annotators to perform

better.
● Emotional stability “hurts” emotion

annotation.
● Extraversion, Conscient., Agreeableness help.

● Most differences are quite small
(though significant)
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Examples (writer/reader/avg. writer–reader agreement as error)

● All writers/readers agree on emotion, high average appraisal agreement
pride, .65 I baked a delicious strawberry cobbler
fear, .84 A housemate came at me with a knife
● All writers/readers agree on emotion, low average appraisal agreement

disgust, 2.0 His toenails where massive
fear, 2.1 I felt ... going in to hospital
● All readers agree on the emotion, but not with the writer, high appraisal agreement

trust, joy, .87 I am with my friends
anger, fear, 1.1 My waters broke early during pregnancy
● All readers agree on the emotion, but not with the writer, low appraisal agreement

pride, sadness, 1.7 That I put together a funeral service for my Aunt

Fundamentals of Natural Language Processing Roman Klinger 22 / 57
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Appraisals add additional information to emotion analysis

That I put together a
funeral service for my Aunt

Dimension Writer Readers ∆

Emotion Pride Sadness

Suddenness 4 3.6 0.4
Familiarity 1 2.0 −1.0
Predictability 1 1.8 −0.8
Pleasantness 4 1.0 3.0
Unpleasantness 2 4.8 −2.8
Goal-Relevance 4 2.6 1.4
Chance-Resp. 4 4.4 −0.4
Self-Resp. 1 1.2 −0.2
Other-Resp. 1 1.4 −0.4
Conseq.-Predict. 2 1.8 0.2
Goal Support 1 1.2 −0.2
Urgency 2 3.8 −1.8
Self-Control 5 3.2 1.8
Other-Control 3 2.0 1.0
Chance-Control 1 4.6 −3.6
Accept-Conseq. 4 2.4 1.6
Standards 1 2.4 −1.4
Social Norms 1 1.2 −0.2
Attention 4 4.4 −0.4
Not-Consider 1 3.8 −2.8
Effort 4 4.6 −0.6
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Emotion Annotation Result

Conclusion
Annotators can quite well reconstruct authors emotion,
but there is a small and significant agreement drop.

Challenge

Authors recall “important” events. We do (presumably) not get a realistic subsample of event
descriptions as they appear in the wild.

● Not shown: appraisals help to disambiguate emotion categories in automatic models

Fundamentals of Natural Language Processing Roman Klinger 24 / 57
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Introduction

● Synthetic data creation has advantages:
● Direct access to the author’s assessment
● Privacy: authors are aware what they share and can filter

● Potential issues:
● Data is not realistic
● People recall particularly “prototypical” events
● Type of data might differ due to missing post creation triggers

Fundamentals of Natural Language Processing Roman Klinger 26 / 57
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Approach: Data elicitation strategies

● Creation:
● “Think of an event that caused an emotion X in you.”
● “Write a social media post text about that.”
● “Select an image you want to share from a CC image data base.”

● Donation:
● “Pick a multimodal post from your social media timeline that you made because the
associated event caused emotion X.”
● “Copy paste the text and the image.”

● Recent:
● “Pick the 10 most recent posts from your social media timeline.”
● “Annotate them for the following emotion set.”

Fundamentals of Natural Language Processing Roman Klinger 27 / 57
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Data Example

Creation post labeled as surprise. Recent post labeled as anger.

Fundamentals of Natural Language Processing Roman Klinger 28 / 57
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Are the subcorpora comparable? – Post Length

Joy

Surprise

Disgust

Fear

Sadness

Anger

0 100 200 300 400
Post length (characters)

Creation Donation Recent
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Are the subcorpora comparable? – Image Type

Recent
Donation
Creation

0.00 0.25 0.50 0.75 1.00

Proportion

Other
Meme
Screenshot
Graphic
Pro_Photo
Personal_Photo
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Are the subcorpora comparable? – Text–Image Relation

Text describes image

Text →  image

Image →  text

Image conveys emotion

Text conveys emotion

1 2 3 4 5
Response

Creation Donation Recent
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Are the subcorpora comparable? – Participant acceptance

Donation

Creation

Joy
Surprise
Sadness

Anger
Fear

Disgust

Joy
Surprise
Sadness

Anger
Fear

Disgust

Recent

0 50 100 150 200 250
Any

Number of respondents

Decline Complete
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Are the differences a problem? (ongoing work)

Experiment (Text only, work in progress)

● Fine-tune RoBERTa on Creation/Donation subsets
● Test on Creation/Donation, zero-shot predictions (minicpm-v)

Results

● Training on Creation: performance on Creation is higher (F score .55 vs. .40)
● Training on Donation: performance on Donation is lower (F score .50 vs. .39)
● ⇒ Creation cannot generalize well to real data.
● Zero-shot: Creation shows higher performance than Donation test data (.57 vs. .51)
● ⇒ Creation data result too optimistic!
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Summary

● Training on synthetic data is not the best approach
● Testing zero-shot predictors not realistic
● Participating in Creation data is more accepted

Fundamentals of Natural Language Processing Roman Klinger 34 / 57
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Deception

Deception

The term “deception” refers to the intentional act of causing someone to hold a false belief,
which the deceiver knows to be false or believes to be untrue.

Examples: Lies, exaggerations, omissions

Fundamentals of Natural Language Processing Roman Klinger 36 / 57
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Linguistic Cues of Deception

● Deceptive statements have fewer self-references
● More ambiguous statements
● Longer sentences, more details
● Readability is lower

Fundamentals of Natural Language Processing Roman Klinger 37 / 57
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Cross-Corpus Deception Detection

Dataset Domain Truthful Deceptive Total TC SC

Bluff the listener (BLUFF) game 251 (33.3%) 502 (66.7%) 753 241.66 11.5
Diplomacy dataset (DIPLOMACY) game 16402 (94.9%) 887 ( 5.1%) 17289 24.53 1.7
Mafiascum dataset (MAFIASCUM) game 7439 (76.9%) 2237 (23.1%) 9676 4690.69 362.8
Multimodal Decep. in Dialogues (BOXOFLIES) game 101 (20.2%) 400 (79.8%) 501 12.2 1.6
Miami University Decep. Detection Db. (MU3D) interview 160 (50.0%) 160 (50.0%) 320 131.7 5.7
Real-life trial data (TRIAL) interview 60 (49.6%) 61 (50.4%) 121 79.85 3.9
Cross-cultural deception (CROSSCULTDE) opinion 600 (50.0%) 600 (50.0%) 1200 80.0 4.5
Deceptive Opinion (DECOP) opinion 1250 (50.0%) 1250 (50.0%) 2500 65.56 4.0
Boulder Lies and Truth Corpus (BLTC) review 1041 (69.8%) 451 (30.2%) 1492 116.92 6.5
Deception in reviews (DEREV2014) review 118 (50.0%) 118 (50.0%) 236 145.22 6.7
Deception in reviews (DEREV2018) review 1552 (50.0%) 1552 (50.0%) 3104 176.6 8.1
Deceptive opinion spam (OPSPAM) review 800 (50.0%) 800 (50.0%) 1600 170.5 9.5
Online deceptive reviews (ONLINEDE) review 101431 (85.9%) 16694 (14.1%) 118125 171.5 7.2
Open Domain Deception (OPENDOMAIN) statement 3584 (50.0%) 3584 (50.0%) 7168 9.33 1.0

134789 (82.1%) 29296 (17.9%) 164085 436.88 31.05

Table 1: Datasets included in our unified corpus (UNIDECOR), together with statistical information. TC: average
token count; SC: average sentence count.

dataset acquired via AMT. Workers were asked to
contribute seven true and seven plausible deceptive
statements without a restriction of domain, each in
a single sentence. The balanced dataset consists
of 7168 annotated instances with additional demo-
graphic information. The data set is made available
without specifying usage restrictions.6

Real-life Trial Data (TRIAL). To study real-life
high-stake deception scenarios, Pérez-Rosas et al.
(2015) collected videos of trial hearings from pub-
licly available sources like “The Innocence Project”
website8. The dataset contains multimodal informa-
tion with annotations for non-verbal behavior like
facial displays and gestures in addition to crowd-
sourced transcriptions. It contains 60 truthful and
61 deceptive reviews.This corpus is made available
without specifying any usage restrictions.6

Boulder Lies and Truth Corpus (BLTC). Sal-
vetti et al. (2016) built a balanced dataset con-
taining reviews elicited via AMT for the domains
of electronic appliances and hotels. The crowd-
workers were instructed to write fake or real re-
views, with positive or negative sentiment, about
objects that they were familiar with or not. Unlike
other datasets which limited the labeling to truthful
vs. deceptive, this dataset distinguished between
fake and deceptive reviews, where the former are
fabricated opinions about an unknown object while
the latter was a false review of a known object. The
corpus contains 1492 reviews, out of which 451 are
truthful and the rest is labeled as fake or deceptive.
It is available through the LDC.9

8
http://www.innocenceproject.org/

9Linguistic Data Consortium, https://catalog.ldc.

Online Deceptive Reviews (ONLINEDE). To ad-
dress the bottleneck that large realistic data for
deception detection do not exist, Yao et al. (2017)
created the ONLINEDE corpus containing manip-
ulated reviews posted online. They employed the
automatic deception detection framework outlined
by Fayazi et al. (2015) to identify deceptive review-
ers and reviews from social media manipulation
campaigns. It contains more than 100K labeled re-
views with ⇡10000 deceptive instances, covering
more than 30 domains. The dataset is available for
research purposes from the authors.
Mafiascum Dataset (MAFIASCUM). This dataset
published by de Ruiter and Kachergis (2018) con-
tains a collection of more than 700 games of Mafia,
an online strategy game played on the Internet fo-
rum MAFIASCUM10. Here, players are assigned
deceptive or non-deceptive roles randomly, which
serve as annotations of the instances. Each of the
9000 documents contain all messages written by a
single user in a specific game. The average token
count in the instances (4690.69) is therefore con-
siderably higher than in other corpora. The authors
have made the dataset publicly available along with
the code used for analyses.11

Miami University Deception Detection Database

(MU3D). To investigate the role of gender and race
in deception studies, Lloyd et al. (2019) created
MU3D. It is a collection of interview videos where
participants were instructed to talk truthfully or
deceptively about their relationship with a person

upenn.edu/LDC2014T24
10
https://www.mafiascum.net/

11
https://bitbucket.org/bopjesvla/thesis/src/

master/

42
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Cross-Corpus Deception Detection

Datasets
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Analytic .13 �.04 .12 .01 .02 �.25 .23 .02 �.02 .14 .10 .05 .15 .25
Authentic .03 �.05 .00 .28 .22 .28 �.05 �.03 �.02 .07 .00 �.04 �.09 �.09
BigWords .02 .00 .18 .04 .05 �.21 .24 .01 �.01 .18 �.01 .03 �.08 .09
Clout .00 .00 .02 �.11 �.28 �.45 .00 .02 .02 .03 �.05 .01 .10 .26
Cognition �.08 .17 �.05 .02 .07 �.06 �.13 �.01 �.01 �.17 .00 �.09 �.06 �.28
GunningFog .18 �.21 .12 .21 .25 .01 .13 �.09 �.03 �.04 .13 .02 .02 .06
Kincaid .18 �.21 .14 .2 .24 .01 .13 �.08 �.03 �.04 .13 .03 .02 .06
Linguistic �.07 .10 �.15 .04 .10 .29 �.14 �.02 �.03 �.16 �.05 �.05 �.18 �.08
Period .01 �.07 .02 �.11 �.18 .26 �.07 .00 .00 .03 .01 .03 .24 �.06
Physical .02 .03 .15 �.04 �.16 �.25 .06 .00 .03 .04 �.15 �.01 �.01 .06
WC .18 �.21 .04 .22 .25 .02 .13 �.10 .01 �.04 .13 �.02 .02 .06
auxverb �.08 .12 �.06 �.08 �.09 .22 �.12 �.01 .02 �.15 .00 .03 �.08 �.21
focusfuture �.09 .09 �.02 �.04 �.08 �.17 �.2 �.01 .02 �.04 .01 �.04 �.16 .08
function �.05 .13 �.03 .00 .10 .25 �.06 �.04 �.03 �.15 �.03 �.05 �.23 �.23
i �.06 �.15 �.07 .13 �.3 .39 �.16 �.05 .02 �.01 �.12 �.04 �.33 �.13
shehe .01 �.11 �.03 �.15 .00 �.17 �.07 .00 �.04 �.14 .04 �.04 �.01 �.18
verb �.11 .07 �.09 �.06 �.07 .16 �.26 �.02 .00 �.14 �.07 �.01 �.16 �.14
you �.10 .17 �.03 �.05 �.07 �.19 �.23 .01 .03 �.08 �.05 �.05 .01 �.05

Table 2: Point-biserial correlation between the deception labels and linguistic features (LIWC categories + read-
ability). We only show features with a correlation coefficient of � .15 and p  .05 for at least three datasets.
Correlation scores with p  .05 are shown in bold.

Deceptive language is argued to have fewer
self-references (“i”) and more references to oth-
ers (“shehe”, “you”), as liars attempt to distance
themselves from their lies (Newman et al., 2003;
DePaulo et al., 2003). Our analysis supports this
hypothesis in the categories “shehe” and “you” for
a substantial number of data sets. Contrary to our
expectation, however, in 8 out of 14 datasets the cat-
egory “i” is seen to correlate with deception and not
with truth, with an exception of CROSSCULTDE
(⇢ = .13) and DEREV2018 (.39).

Studies have attributed less cognitive complexity
in language to deceptive communication (Newman
et al., 2003; DePaulo et al., 2003). Liars use fewer
words related to cognitive concepts (e.g., think,
believe), which should correspond to a positive
correlation value for the category “Cognition” in
LIWC. However, our analysis corroborates this ob-
servation only in BLUFF (⇢ = .17) and DECOP
(⇢ = .07).

In general, we found no consistent linguistic
cues across domains and datasets in our analysis.
This might be because deception is highly sensi-
tive to the goal of a lie and the stakes involved,
which is not consistent across the domains under
consideration.

6 Deception Detection Experiments

The correlation analysis in the previous section
showed that deception cues do barely generalize
across domains. This analysis might be limited
by the choice of categories, which motivates us to
conduct cross-corpus modeling experiments.

6.1 Experimental Setup

In the within-corpus setup, we fine-tune and evalu-
ate RoBERTa models (Liu et al., 2019) on the same
dataset via 10-fold cross-validation. In the cross-
corpus setting, we train on one corpus and test on
the other. To ensure comparability between these
experiments, we perform 10-fold cross-validation
in both settings: we also evaluate 10 times on the
same corpus subsets in the cross-corpus setup. This
is not strictly required but ensures comparability.

We use the English RoBERTa-base, with 12 lay-
ers, 768 hidden-states, 12 heads and 125M param-
eters as available in the HuggingFace implemen-
tation (Wolf et al., 2020). We finetune with de-
fault hyperparameters for 6 epochs using the Auto
Model for Sequence Classification. 22

22
https://huggingface.co/transformers/v3.0.2/

model_doc/auto.html
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● We cannot find a
consistent property of
deception across
corpora.
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Cross-Corpus Deception Detection

Figure 2: Performance of RoBERTa models with F1 measure on the deception label. The best model on each test
set is highlighted with a green box.

6.2 Results

The heatmap in Figure 2 shows the results as F1

measure for the deception label (Appendix B shows
results for both labels). The diagonal corresponds
to within-corpus experiments. For most datasets,
the model shows better performance in the within-
corpus setting than in the cross-corpus evaluation.
This is not the case for MU3D, TRIAL, and OPEN-
DOMAIN, but the difference is negligible (0.04).

Models on datasets from the same domain or
which are otherwise similar (§ 4) show comparably
better results in the cross-corpus setting. For in-
stance, training on OPSPAM and testing on BLTC
achieves an F1 score of 0.76 on the deception label.
Training on BLTC and testing on OPSPAM is how-
ever not as good (0.66). Similar observations can
be made for DEREV2014 and DEREV2018, and
CROSSCULTDE and DECOP.

The heatmap shows the lowest performance for
MAFIASCUM and DIPLOMACY, with an F1=0. We
assume that this is a result of the imbalanced la-
bel distribution in DIPLOMACY and the long docu-
ments in MAFIASCUM (see Table 1). Similarly, the
exceptionally good results on the BOXOFLIES test
set are due to the bias towards the deceptive label
(see appendix for F1 score on truth label).

Note that previous work reported other evalua-
tion measures than F1, which makes this dramat-
ically low performance difficult to compare. Our
evaluation with accuracy (shown in the appendix

in Figure 4) appears to be more positive with .77
and .95.

From the sub-par results on cross-corpus experi-
ments, we conclude that generalization across do-
mains and dissimilar datasets is challenging, even
with pre-trained language models with rich con-
textual information. In our future work, we plan
to use this dataset to train models that can capture
domain-independent cues of deception, which can
presumably generalize better across datasets.

7 Conclusion & Future Work

Different scientific disciplines have contributed to
the creation of deception datasets for textual com-
munication in a variety of domains. In this study,
we present a comprehensive survey of deception
datasets in English available for research and com-
pile them into a unified deception dataset. We are
not aware of any previous work that considered
a comparably large amount of corpora and eval-
uated models between all of them. Some of the
evaluation results are encouraging, but particularly
between dissimilar domains, the generalization is
limited and requires future research.

The RoBERTa-based classification experiments
and linguistic correlation analysis of deception cues
demonstrate that it is indeed challenging to gener-
alize the concept of deception across datasets, or
domains. In the classification experiment results,
the wildly diverging F1 scores can be attributed to
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● Model does not generalize across corpora.
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Research Hypotheses

● Something is wrong here…
● We assume that model’s mostly learn topic/domain specific properties of lies.
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Belief-based Deception Framework and Corpus (DeFaBel)

TruthfulQA Reformulation

Crowdsourcing Crowdsourcing

Instruction
Formulation

Manual
Filtering

Distribution-
based Filtering

Researcher ResearcherResearcher Automatic

Belief
Assessment

Argumentative
Text Generation &
Belief Assessment

1. Question Selection 2. Belief Distribution Assessment 3. Argument Generation
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“Wenn man einen Regenwurm durchschneidet, entstehen zwei
Regenwürmer” – Who believed it?

Ein Regenwurm hat im Gegensatz zu ändern
Tieren oder Säugetieren kein gehirn sondern ein
dezentrales Nervensystem, welches seine
Funktionen steuert. Ebenso hat er kein Herz oder
andere singuläre Organe, die für ihr lebenswichtig
sind. Verdauung, Atmung sind nicht an einen Ort
gebunden. Das führt dazu, dass ein
durchgeschnittener Regenwurm zwei Teile bildet,
die unabhängig voneinander lebensfähig sind.
Nach einer gewissen Zeit, wachsen an den Enden
jeweils Schwanz/Kopf, die mit den ursprünglichen
Enden des Wurm vergleichbar sind - es sind zwei
neue, lebensfähige Regenwürmer entstanden.

Schneidet man einen Regenwurm durch, so verdoppelt
sich das Tier sozusagen, weil sich die beiden Hälften des
durchgeschnittenen Wurmes zu eigenständigen Wesen
entwickelt. Das liegt daran, dass der Regenwurm ein
verblüffend komplexes Wesen ist. Er hat die Fähigkeit,
seine inneren Organe, sein Herzkreislaufsystem und sein
Gehirn bei Bedarf zu duplizieren. Das liegt in der
Entwicklungsgeschichte des Regenwurms begründet. So
nützlich er im Garten ist, so leicht wird er auch vom
Menschen aus Versehen geteilt. Das weiß jeder Gärtner,
der im Übereifer beim Jäten schon einmal einen
Regenwurm geteilt hat. Der Regenwurm hat sich in
seiner Evolution diesen tragischen Unfällen angepasst,
indem er die Fähigkeit entwickelt hat, sich bei Bedarf aus
zwei Hälften neu entstehen zu lassen. Praktisch, oder?

Deceptive Non-Deceptive
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Deception modeling in DeFaBel

Work in Progress:
● Current models do not recognize deception in this corpus
● We do not find the linguistic markers known to indicate deception in English
● But:
Deceptive arguments are less suitable to
fact-check the original statement than real arguments!

NLI-based

Evidence-based

Fact Checker

Entailment

Contradiction

Argument

Statement
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Deception Results

● Existing corpora lead to non-random classifiers
● Questionable if they actually model deception
● We propose a corpus in which authors do lie
(but may change their opinion as part of the experiment)
● Models don’t work…

Perhaps deception features do not hold in German?
Perhaps “established” deception detection methods don’t actually do detect deception?
Perhaps something is wrong with our corpus.
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Classification of Coping Approaches

● Goal:
● Develop a corpus of descriptions how people cope with challenging situations

● …conditioned on
● Personality types of coping strategies
● Susceptibility with particular challenging triggers

● ⇒ Prefiltering participants for typically used coping strategy would be too costly.
● ⇒We prefilter for susceptability and ask for role-playing the coping strategy.
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Coping Strategies (Roseman, 2013)

Coping Strategy Emotions Behavioral Function

Attack Anger, frustra-
tion, guilt

Move against stimuli

Contact Joy, hope, love, pride,
relief

Increase contact and
interaction with stimuli

Distance Dislike, distress, fear,
regret, sadness

Decrease contact and
interaction with stimuli

Reject Contempt, dis-
gust, shame

Move stimuli away
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Setup

Chat 
GPT “Y says …”

Generates

Scenario for topic: 
Immigration

Scenario Generation
Coping strategy :  

Attack
s

“X is …”
Identify s

Coping Strategy Recognition

“X is …”

“Y says …”
“I disagree …”

Reads

Generates 
(role-playing)

Role-playing
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Explaining Coping Strategies

Attack Distance

Contact Reject
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Scenario example: cope by contact with racism

Definition This character comes across as a calm, understanding, and very approachable person. For X, commu-
nication serves to unite people. It is an opportunity to exchange opinions, acknowledging the diversity
of perspectives among individuals. When problems or unpleasant situations arise, this character re-
sponds with a constructive attitude. X expresses ideas with confidence, trying to solve problems in a
respectful manner. X can effectively engage in discussions also with people having contrasting opin-
ions.

Scenario
(topic: racism)

During a university class discussion on historical racial events, Y confidently states, “People keep talk-
ing about systemic racism, but I believe that’s just an excuse for those who don’t want to work hard. If
you look around, everyone has the same opportunities today.”

Generated
reply

I understand your point Y, but it is not the case for everyone. Our group is a select handful of people
who have been brought up this way.

Additional
annotations

Description of X’s non-verbal behavior; rating of X’s emotional responses; comparison with own reac-
tion.
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Does the role playing work?
(F1, classification w/ DestilBERT/RoBERTa)

Answer Behavior

To
pi
cs

Abortion .623 .630
Drugs .513 .488
Immigration .365 .483
LGBTQ+ .508 .619
Racism .570 .457

La
be
ls

Attack .500 .545
Contact .647 .617
Distance .539 .560
Reject .408 .428

Yes.
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Summary

● We discussed cases of NLP tasks in which we need access to author labels.
● Data acquisition methods are similar to psychological experiments.
● Such creation methods are standard in psychology.
● Issues with experimental setups are known in that field, there is a tendency to move to
the analysis of passively generated data.
● Therefore, NLP moves, to some degree, in the opposite direction than psychology.
● It is important to keep both fields in mind to join advantages of both approaches.
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Take Home

We showed:
● Annotators can not always recreate author labels (emotion use case)
● Experimentally elicited synthetic instances differ from real posts (multimodal emotion).
● We (probably) can motivate participants to have an interest to act realistically
(deception).
● In cases in which we do not have access to study participants with particular properties,
we can ask them to mimic those via role playing (coping).

Important next research step:
● Systematic study of all these variables across multiple concepts.
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Thank you for
your attention.

Questions? Remarks?

?
German Research Foundation

Funded by
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● Study 1: Enrica Troiano, Laura Oberländer
● Study 2: Christopher Bagdon, Aidan
Combs, Carina Silberer
● Study 3: Aswathy Velutharambath, Kai
Sassenberg
● Study 4: Enrica Troiano, Sofie Labat,
Marco Antonio Stranisci, Rossana
Damiano, Viviana Patti
● Generally: All of BamNLP (Bamberg) and
IMS (Stuttgart)
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