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Introduction Multi-Objective Prompt Optimization Fact-Checking: Paraphrasing the Data Take Home

About Myself

● 1999–2006: Studies at University of Dortmund:
Computer science with minor psychology
● 2006–2010: Doctoral studies at Fraunhofer SCAI, St. Augustin:
Biomedical text mining, machine learning
● 2010, 2013: Research visits at UMass Amherst:
Probabilistic machine learning, MCMC inference
● 2011–2012: Postdoc at Fraunhofer SCAI:
Social media mining, eGovernment
● 2013–2014: Postdoc at Bielefeld University:
Sentiment analysis, opinion mining
● 2015: Co-Founder of Semalytix GmbH (exit 2020)
Social Media Health Mining
● 2014–2024: (Senior) Lecturer/apl. Prof at IMS, Uni Stuttgart
Natural Language Understanding and Generation
● 03/2024: Full Professor for Fundamentals of NLP, Bamberg
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Kölner Dom

● Start of construction: 1248
● Height: 157m
● Number of towers: 2.5
● ∑t∈Towers height(t) = 410

Bamberger Dom

● Start of construction: 1237
● Height: 76m (but on a hill)
● Number of towers: 4
● ∑t∈Towers height(t) = 300
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Overview Natural Language Processing Research
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e.g. as ontology

annotated corpus

quality assessment

expectations

new data
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Researcher 2
Developer

Annotators

Researcher 1
formalization
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knowledge
insight
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model
computational
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Example Task: Named Entity Recognition

Example Input (one of many) to Instruct an Automatic Machine Learning Model

Input: Both Jürgen Hermes and Nils Reiter work at the Uni Köln.
Output: Jürgen Hermes ; Nils Reiter

Application

Input: Roman Klinger works at the University of Bamberg.
Output: Roman Klinger

● I specified the task with an example
(standard machine learning setup: supervised learning).
● An alternative task specification would be an instruction:
“Annotate all person names.”
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Example Task: Machine Translation de–en

Example

Input: Roman Klinger arbeitet an der Uni Bamberg.
Output: Roman Klinger works at the University of Bamberg.
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Example Task: Conditional Text Generation

Example

Input: “When he walked into the restaurant”, Joy
Output: “he was delighted to see that his husband was already there.”
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Example Task: Natural Language Inference

Example

● Input: “A soccer game with multiple males playing.”;
“Some men are playing a sport.”

● Output: entailment

● Input: “A man inspects the uniform of the person.”;
“The man is sleeping.”

● Output: contradiction
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Developing Systems to Solve NLP Tasks

● –≈ 2000: Manually engineered lexicon-based and rule-based systems
● –≈ 2013: Feature engineering, learn to find relations between features and desired output
● –≈ 2019: Fine-tuning distributional representations, including W2V, ULMFit, BERT
● –≈ now: fine-tuning data representations + in-context learning + prompt optimization
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Introduction Multi-Objective Prompt Optimization Fact-Checking: Paraphrasing the Data Take Home

Example: Flan-T5 (1)

Scaling Instruction-Finetuned Language Models

Hyung Won Chung� Le Hou� Shayne Longpre� Barret Zoph† Yi Tay†

William Fedus† Yunxuan Li Xuezhi Wang Mostafa Dehghani Siddhartha Brahma
Albert Webson Shixiang Shane Gu Zhuyun Dai Mirac Suzgun Xinyun Chen
Aakanksha Chowdhery Alex Castro-Ros Marie Pellat Kevin Robinson
Dasha Valter Sharan Narang Gaurav Mishra Adams Yu Vincent Zhao
Yanping Huang Andrew Dai Hongkun Yu Slav Petrov Ed H. Chi
Je� Dean Jacob Devlin Adam Roberts Denny Zhou Quoc V. Le

Jason Wei⇤

Google

Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety ofmodel classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints,1 which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

(B)(B)(B)(B)

Language 
model

Please answer the following question.

What is the boiling point of Nitrogen?
  -320.4F

Answer the following question by 
reasoning step-by-step. 
The cafeteria had 23 apples. If they 
used 20 for lunch and bought 6 more, 
how many apples do they have?

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

Q: Can Geoffrey Hinton have a 
conversation with George Washington?

Give the rationale before answering.

Geoffrey Hinton is a British-Canadian 
computer scientist born in 1947. George 
Washington died in 1799. Thus, they 
could not have had a conversation 
together. So the answer is “no”.

Instruction finetuning

Chain-of-thought finetuning

 Inference: generalization to unseen tasks

Multi-task instruction finetuning (1.8K tasks)

Figure 1: We finetune various language models on 1.8K tasks phrased as instructions, and evaluate them on unseen tasks.
We finetune both with and without exemplars (i.e., zero-shot and few-shot) and with and without chain-of-thought,
enabling generalization across a range of evaluation scenarios.

�Equal contribution. Correspondence: lehou@google.com.
†Core contributor.
1Public checkpoints: https://github.com/google-research/t5x/blob/main/docs/models.md#flan-t5-checkpoints.
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Example: Flan-T5 (2)

T0-SF
Commonsense reasoning
Question generation
Closed-book QA
Adversarial QA
Extractive QA
Title/context generation
Topic classification
Struct-to-text
…

55 Datasets, 14 Categories, 
193 Tasks

Muffin
Natural language inference                Closed-book QA
Code instruction gen.                          Conversational QA        
Program synthesis                               Code repair                                             
Dialog context generation                  …                                                                             

69 Datasets, 27 Categories, 80 Tasks

CoT (Reasoning)
Arithmetic reasoning                 Explanation generation
Commonsense Reasoning        Sentence composition            
Implicit reasoning                       …

9 Datasets, 1 Category, 9 Tasks

Natural
Instructions v2

Cause effect classification
Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution
Text categorization
…

372 Datasets, 108 Categories, 
1554 Tasks

❖ A Dataset is an original data source (e.g. SQuAD).
❖ A Task Category is unique task setup (e.g. the SQuAD dataset is configurable for multiple task categories such as 

extractive question answering, query generation, and context generation).
❖ A Task is a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g. 

query generation on the SQuAD dataset.)

Finetuning tasks

Held-out tasks

MMLU
Abstract algebra                Sociology
College medicine               Philosophy
Professional law                 …

57 tasks

BBH
Boolean expressions               Navigate
Tracking shuffled objects       Word sorting                             
Dyck languages                        …

27 tasks

TyDiQA
Information 
seeking QA

8 languages

MGSM
Grade school 

math problems

10 languages

Figure 2: Our finetuning data comprises 473 datasets, 146 task categories, and 1,836 total tasks. Details for
the tasks used in this paper is given in Appendix F.

2 Flan Finetuning
We instruction-finetune on a collection of data sources (Figure 2) with a variety of instruction template
types (Figure 3). We call this finetuning procedure Flan (Finetuning language models; Wei et al., 2021) and
prepend “Flan” to the resulting finetuned models (e.g., Flan-PaLM).2 We show that Flan works across several
model sizes and architectures (Table 2).

2.1 Finetuning Data
Task mixtures. Prior literature has shown that increasing the number of tasks in finetuning with instructions
improves generalization to unseen tasks (Wei et al., 2021; Sanh et al., 2021, inter alia). In this paper we scale
to 1,836 finetuning tasks by combining four mixtures from prior work: Mu�n, T0-SF, NIV2, and CoT, as
summarized in Figure 2. Mu�n3 (80 tasks) comprises 62 tasks from Wei et al. (2021) and 26 new tasks that
we added in this work, including dialog data (Byrne et al., 2019; Anantha et al., 2021; Dai et al., 2022) and
program synthesis data (Yasunaga and Liang, 2020; Li et al., 2022). T0-SF (193 tasks) comprises tasks from
T0 (Sanh et al., 2021) that do not overlap with the data used in Mu�n (SF stands for “sans Flan”). NIV2
(1554 tasks) comprises tasks from Wang et al. (2022c).4

2We use “Flan” to refer to our finetuning procedure. “FLAN” is a model in Wei et al. (2021).
3Multi-task finetuning with instructions.
4We removed 44 tasks related to MMLU (Hendrycks et al., 2020), since MMLU is used for evaluation.

3
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Language Models

We can prompt language models for any task, without adapting a model:

● Assign one of the following labels {…} to the following text [text].

Fundamentals of Natural Language Processing Roman Klinger 15 / 45
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Dataless Classification: This idea is not particularly new!

“dolphin”

“deer”

What do you know about dolphins/deers?
● The idea of mapping an input representation to a
label representation is (at least) 17 years old.
● Ming-Wei Chang, Lev Ratinov, Dan Roth, and Vivek
Srikumar (2008): “Importance of Semantic
Representation: Dataless Classification”. AAAI.
● Since then, research on:

● Finding good semantic input and
output representations
● Learning functions between (frozen)
input and output
● Prompts are also mapping functions.

Fundamentals of Natural Language Processing Roman Klinger 16 / 45
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Zero-Shot (and few-shot) Predictions with
Instruction-tuned Large Language Models

Instruction Labels Instance
Classify the text.
Labels:

{positive,
negative}.

``Vegetarian frikandel
makes me happy.''

All these elements can be optimized or manually tuned for better predictions!

Prompt optimization Optimize Label
Verbalization ???

See for instance: Taylor Shin, Yasaman Razeghi, Robert L. Logan IV, Eric Wallace, Sameer Singh (2020): AutoPrompt: Eliciting Knowledge from Language Models with
Automatically Generated Prompts. EMNLP.
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Next: Two Use Cases

● Multi-objective Prompt Optimization (for affective text generation)
● Adapting the input for fact checking
● Rephrasing the input for fact checking
● Filtering via Reinforcement learning

Fundamentals of Natural Language Processing Roman Klinger 18 / 45
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MOPO: Multi-Objective Prompt Optimization for
Affective Text Generation

Yarik Menchaca Resendiz1,2 and Roman Klinger2
1Institut für Maschinelle Sprachverarbeitung, University of Stuttgart, Germany

2Fundamentals of Natural Language Processing, University of Bamberg, Germany
{yarik.menchaca-resendiz,roman.klinger}@uni-bamberg.de

Abstract

How emotions are expressed depends on the
context and domain. On X (formerly Twit-
ter), for instance, an author might simply use
the hashtag #anger, while in a news headline,
emotions are typically written in a more po-
lite, indirect manner. To enable conditional text
generation models to create emotionally con-
notated texts that fit a domain, users need to
have access to a parameter that allows them to
choose the appropriate way to express an emo-
tion. To achieve this, we introduce MOPO, a
Multi-Objective Prompt Optimization method-
ology. MOPO optimizes prompts according
to multiple objectives (which correspond here
to the output probabilities assigned by emo-
tion classifiers trained for different domains).
In contrast to single objective optimization,
MOPO outputs a set of prompts, each with a
different weighting of the multiple objectives.
Users can then choose the most appropriate
prompt for their context. We evaluate MOPO
using three objectives, determined by various
domain-specific emotion classifiers. MOPO
improves performance by up to 15 pp across
all objectives with a minimal loss (1–2 pp)
for any single objective compared to single-
objective optimization. These minor perfor-
mance losses are offset by a broader general-
ization across multiple objectives – which is
not possible with single-objective optimization.
Additionally, MOPO reduces computational re-
quirements by simultaneously optimizing for
multiple objectives, eliminating separate opti-
mization procedures for each objective.

1 Introduction

Large language models (LLMs) have improved sys-
tem performances on many natural language pro-
cessing (NLP) tasks. The standard approach to find
prompts is either manual prompt engineering or au-
tomatic prompt optimization with some annotated
data. In the case of prompt optimization, it is how-
ever difficult to consider all relevant aspects: Real-
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News Headlines:

Rough weather is coming #StaySafe
Social Media: 
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Severe Weather Alert—Stay Prepared!
Bad weather is coming #StaySafe
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Figure 1: Examples of prompt-based generated text.
The prompts are optimized for two conflicting objec-
tives: News Headlines and Social Media. The Emotion
Fitness Score evaluates how well the text fulfills each
objective. In the Single Objective section, prompts are
optimized either for News Headlines (high score for
news) or Social Media (high score for social media),
leading to lower fitness scores in the other category.
In contrast, Multi-Objective prompts optimize for both
News Headlines and Social Media simultaneously, gen-
erating a range of high-performing options. Users can
select the best-performing prompt for each objective or
choose a balanced option (e.g., “Severe Weather Alert –
Stay Prepared”, which fits 85% across all objectives).

world applications often demand prompts that sat-
isfy multiple requirements (objectives) simultane-
ously. For instance, in healthcare systems, prompts
must balance clarity and accuracy (factuality) to
provide information that is both understandable
and reliable. However, simplifying medical infor-
mation for clarity might compromise medical ac-
curacy. Similarly, in affective text generation (our
use case), a newspaper headline is usually formal,
while the same meaning would be communicated
in a more informal way in social media. Figure 1
shows an example, including an output that would
be acceptable across domains. Automatic prompt
optimization can lead to a well-performing prompt
for the domain it has been optimized for, but it
might not generalize well to other domains.
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How emotions are expressed depends on the
context and domain. On X (formerly Twit-
ter), for instance, an author might simply use
the hashtag #anger, while in a news headline,
emotions are typically written in a more po-
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notated texts that fit a domain, users need to
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Multi-Objective Prompt Optimization method-
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to multiple objectives (which correspond here
to the output probabilities assigned by emo-
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In contrast to single objective optimization,
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different weighting of the multiple objectives.
Users can then choose the most appropriate
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using three objectives, determined by various
domain-specific emotion classifiers. MOPO
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all objectives with a minimal loss (1–2 pp)
for any single objective compared to single-
objective optimization. These minor perfor-
mance losses are offset by a broader general-
ization across multiple objectives – which is
not possible with single-objective optimization.
Additionally, MOPO reduces computational re-
quirements by simultaneously optimizing for
multiple objectives, eliminating separate opti-
mization procedures for each objective.
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Figure 1: Examples of prompt-based generated text.
The prompts are optimized for two conflicting objec-
tives: News Headlines and Social Media. The Emotion
Fitness Score evaluates how well the text fulfills each
objective. In the Single Objective section, prompts are
optimized either for News Headlines (high score for
news) or Social Media (high score for social media),
leading to lower fitness scores in the other category.
In contrast, Multi-Objective prompts optimize for both
News Headlines and Social Media simultaneously, gen-
erating a range of high-performing options. Users can
select the best-performing prompt for each objective or
choose a balanced option (e.g., “Severe Weather Alert –
Stay Prepared”, which fits 85% across all objectives).

world applications often demand prompts that sat-
isfy multiple requirements (objectives) simultane-
ously. For instance, in healthcare systems, prompts
must balance clarity and accuracy (factuality) to
provide information that is both understandable
and reliable. However, simplifying medical infor-
mation for clarity might compromise medical ac-
curacy. Similarly, in affective text generation (our
use case), a newspaper headline is usually formal,
while the same meaning would be communicated
in a more informal way in social media. Figure 1
shows an example, including an output that would
be acceptable across domains. Automatic prompt
optimization can lead to a well-performing prompt
for the domain it has been optimized for, but it
might not generalize well to other domains.
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Task Setup

Task: Affective Conditional Text Generation

● Generate textual instances that are connotated by a given emotion
● Input: emotion category + beginning of text

Expected Output

● Joy: I totally nailed it! #success
● Anger: New US taxes offend EU

Fundamentals of Natural Language Processing Roman Klinger 21 / 45
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Optimization Setup

Input: Seed Prompts S
Iterate:
● S′ = Combine(S)
● S′′ = Paraphrase(S′)
● T = TextGeneration(S′′)
● S′′′ = EvalAndSelect(T,S′′)
● S = S′′′

● Seed Prompt Ex.:
“Write a text that expresses ⟨em⟩”
● Combine Ex.:
“ Combine prompt1 and prompt2 to a
new one that incorporates aspects of
both:”
● Paraphrase Ex.:
“ Transform the following sentence into a
different sentence:”
● Select best prompts according to
generated text, evaluated with pretrained
classifiers.

Fundamentals of Natural Language Processing Roman Klinger 22 / 45
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Trick 1: Optimize the recombination and mutation

In standard optimization, the step
size/direction changes according to the
gradient:

asymmetric step size
for each dimension

● How to do something like that without
having access to gradients in black box
LLM behind APIs?
● We paraphrase the prompts for
recombination and mutation of the
text prompts, based on the indirect
success.
● The prompts to paraphrase the
recombination and mutation
prompts are kept fixed.

Idea came up in parallel to our work in:
C. Fernando et al. (2023). Promptbreeder: Self-
Referential Self-Improvement Via Prompt Evolution.
arXiv: 2309.16797 [cs.CL]

Fundamentals of Natural Language Processing Roman Klinger 23 / 45
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Trick 2: Not just one objective , Pareto Optimization with NSGA-II

● Objective: probabilities assigned by
trained emotion classifiers.
● Observation: A classifier for Tweets may
perform poorly on news headlines (and
vice versa)
● Training multiple times for various
objectives is costly
● Solution:
Pareto Optimization with NSGA-II Objective Emo-Class 1

O
b
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e
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2

Fundamentals of Natural Language Processing Roman Klinger 24 / 45



Introduction Multi-Objective Prompt Optimization Fact-Checking: Paraphrasing the Data Take Home

Experiments

● Run MOPO:
● 10 emotion generation seed prompts
● 10 generations
● 3 RoBERTA-based emotion classifiers trained on:
● TEC (twitter),
● affective text (news headlines),
● ISEAR (event reports)

● Language models: GPT3.5, LLama7B-Chat, Mistral-7B

Fundamentals of Natural Language Processing Roman Klinger 25 / 45
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Example Iterations (GPT3.5)

5593

G. Prompt (Layer-1) Operation Prompt (Layer-2) Op. Generated Text

0 Please complete the
sentence: I felt hemi
when/because

— — accomplished something I have been
working towards for a long time.

1 Finish the sentence by
writing: I felt hemi due
to or when.

Please paraphrase the following sentence in
a clear and concise manner: “Please com-
plete the sentence: I felt hemi when/because”

p. I felt joy when I saw my newborn
baby for the first time.

2 Complete the sentence
by adding: I experi-
enced hemi because or
when.

Please paraphrase the following sentence in
a clear and concise manner: “Finish the sen-
tence by writing: I felt hemi due to or when.”

p. I experienced joy because I achieved
my goal of running a marathon.

3 Enhance the sentence by
incorporating: I encoun-
tered hemi at the mo-
ment when...

Rewrite “Complete the sentence by adding: I
experienced hemi because or when.” in a cre-
ative and engaging manner while keeping
the original message intact.

p. I encountered joy at the moment
when I saw my loved ones after be-
ing apart for so long.

4 I encountered hemi at
the moment when <rea-
son> due to or while
<circumstance>.

Carefully examine both “Enhance the sen-
tence by incorporating: I encountered hemi
at the moment when...” and “Finish the sen-
tence by stating: I encountered hemi due to or
while.” before combining their main ideas
or themes into a single, coherent sentence
incorporating elements from both original
statements.

c. I encountered joy at the moment
when my team won the champi-
onship game due to our hard work
and dedication throughout the sea-
son.

Table 2: Example of prompt optimization over four generations (G.), where generation 0 is the seed prompt. The
Operation Prompt column shows the genetic operation prompt used to improve the Layer-1 prompt from the
previous generation. The Operation (Op.) column specifies the genetic operation: paraphrase (p.) or combine (c.).
All generated texts are for the emotion (hemi) Joy.

Single- & Multi-objective optimization. We
start the prompt optimization process with the same
set of seed prompts over 10 generations across four
setups: (1) Multi-objective optimization applying
three objective functions simultaneously, and (2–4)
Single-objective, using each objective individually.

Single-Objective Baseline. Similar to MOPO,
we use the same objective functions (classifiers),
seed prompts, and language models for the single-
objective automatic prompt optimization.

5 Results

5.1 RQ1: Multi-objective vs. single-objective
optimization

We begin by evaluating the generalization perfor-
mance of multi-objective optimization. We com-
pare multi- and single-objective optimized prompts
against seed prompts to confirm that the process
generally works. Then, we compare multi- vs.
single-objectively optimized prompts.

Multi-objective. Table 1 compares seed prompts
with optimized prompts using three different LLMs.
MOPO improves the macro-average score by up to
34 pp (GPT-3.5) and by at least 25 pp (Mistral). We
focus on GPT-3.5 because it outperforms Llama-7B

and Mistral-7B. The consistent high fitness scores –
.99 (ISEAR), .97 (TEC), and .96 (Affective Text) –
demonstrate effective multi-objective optimization.
Corresponding results and analyses for the other
models are available in the appendix.

Table 2 traces the operations in the optimization
process of the best prompts. It shows examples of
generated text across generations. Figure 3 shows
the optimization process across all emotions, while
Figure 4 focuses on the emotion joy – comparing
two of the three objectives simultaneously. Op-
timization results for all emotions are provided
in Figure 6 in the appendix. Both plots demon-
strate a successful optimization process: initially,
prompts (darker colors) have lower fitness, but as
optimization progresses, the final generation (yel-
low) achieves high fitness across all objectives.

Finally, Table 3 presents a sample of the (self-
optimized) Layer-2 prompts that generated the best-
performing Layer-1 prompts for GPT-3.5 (Table
1), during the final generation. Appendix D pro-
vides the complete set of optimized prompts de-
rived from the seed layer prompts. Compared to
the seed Layer-2 prompts (Tables 10 and 12 in the
appendix), the optimized prompts are more specific
and descriptive.
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Best Prompts

5592

LLM Prompt IS
EA

R

TE
C

AT Av
g.

Seed Write a text that expresses
hemi

.92 .60 .31 .63

GPT-3.5 I came across hemi while
hcircumstancei because
hreasoni.

.99 .97 .96 .97

Llama ? Sure! Here’s a sen-
tence that combines the key
elements of “The aroma
of fresh baked croissants
wafted”, “The rhythmic
beats of hemi music played
in the backgroun”, and
"The soothing melodies
of the hclassi genre trans-
ported me to

.99 .97 .94 .96

Mistral Unlock the true potential of
hemi to craft a compelling
and moving expression that
resonates deeply with your
audience and leaves a pro-
found impact

.99 .97 .91 .95

Table 1: Performance of the best seed prompt and multi-
objective optimized prompts for three LLMs. ISEAR,
TEC, and Affective Text (AT) columns show their re-
spective fitness evaluations and Average (Avg.) repre-
sents the fitness averaged across all objectives.

no other prompt b exists such that 8i, fi(b) � fi(a)
and 9j, fj(b) > fj(a), where fi represents the ob-
jective functions. This approach finds solutions
that may not be perfect for every objective, but are
optimal given the inherent trade-offs.

In addition to the top-n solutions ranked by
NSGA-II, we also include the top-n performing
solutions from each individual objective that were
excluded from the Pareto ranking. This inclusion
is based on the assumption that highly objective-
specific solutions can contribute valuable features
to the next generation, particularly during genetic
operations such as combination.

4 Experiments

We evaluate the Multi-Objective Prompt Optimiza-
tion (MOPO) algorithm for affect-driven text gen-
eration using three datasets. Each of them exhibits
distinct emotional characteristics. We compare
MOPO to the single-objective method by Men-
chaca Resendiz and Klinger (2023b) which is the
only approach we are aware of that studied prompt
optimization for text generation (see Section 2).
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Figure 3: Improvement in the 10 best-performing
prompts from Generation 1 (dark blue) to 10 (yellow).
Most prompts reach almost a score of 1.

Objective Functions. We use three emotion
datasets to train the emotion classifiers. The ISEAR
dataset contains personal narratives from people
across various cultures, capturing emotional experi-
ences (Scherer and Wallbott, 1994). AffectiveText
includes news headlines annotated for emotional
content and valence (Strapparava and Mihalcea,
2007). TEC is a collection of tweets labeled with
emotions, representing the spontaneous expression
of feelings on social media (Mohammad, 2012).
See Appendix B for more information on the train-
ing and performance of these classifiers.

Language Model. We employ GPT-3.56, LLama-
7B-Chat, and Mistral-7B as the underlying lan-
guage models for conditional text generation, para-
phrasing, and crossover operations7.

Seed Prompts. We use 10 task-specific seed
prompts (Ppop), as listed in Table 9 in the Ap-
pendix. We designed these prompts based on sim-
plicity and data set specificity. The Combination
Prompts (Pc, Mix the two prompts: “[prompt_1]”

“[prompt_2]” Into a new single sentence. ), Para-
phrase Prompts (Pp, Paraphrase the following sen-
tence into a new sentence: “[prompt]”), and Fixed
Paraphrase Prompts (Pfix, Reorganize the sentence
to convey the same meaning: “[prompt]”) were
designed following similar strategies. The full list
of prompts is provided in Appendix A.

6The total cost of the experiments was 80.95 USD. They
have been performed in April 2024.

7We generate 5 sentences per Text Generation Prompt.
Crossover and Paraphrase generate 3 prompts each.
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Does it find the Pareto front?
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Figure 4: Improvement across generations of the best-performing prompts for the emotion joy. Comparing two
objectives at the time. In the last generation (yellow) most of the prompts are close to 1 score (optimal performance).

Op. Layer-3 Prompt (Fix) G. Layer-2 Prompt

p. Rephrase the sen-
tence by changing
the form of the
words: “Paraphrase
the following sentence
into a new sentence:
“SENTENCE_1””

Transform the follow-
ing sentence into a dif-
ferent sentence: “SEN-
TENCE_1”

c. Paraphrase the
following sentence:
"Combine “SEN-
TENCE_1” and
“SENTENCE_2” to
create a new, cohesive
sentence that retains
elements from both.”

Merge “SENTENCE_1”
and “SENTENCE_2” to
form a fresh, unified
statement that incorpo-
rates aspects of both.

Table 3: Example of the final optimization process for
Layer-2 prompts using Layer-3 Prompts (fix). The
Operation (Op.) column specifies the genetic operation:
paraphrase (p.) or combine (c.), from the final genera-
tion. “SENTENCE_1” and “SENTENCE_2”are place
holder for a Layer-1 prompt.

Single-objective. Table 4 presents scores for the
best-performing single- and multi-objective op-
timized prompts, and the optimization objective
(Opt.) used. Optimizing for a specific objec-
tive improves its performance notably more than
for others – diagonal scores are higher under the
single-objective (O.) section. However, these op-
timizations also expose generalization challenges
across datasets: ISEAR and TEC prompts achieve
high mutual scores (above .90, columns ISEAR
and TEC) but fall short in matching the style of
AffectiveText when evaluated outside their opti-
mization context (Rows 1–4). In contrast, prompts
optimized for AffectiveText demonstrate a higher
ability to produce text resembling ISEAR and TEC
content (Rows 5,7). This implies that news head-
lines are more challenging to classify, which often

imply emotions indirectly (e.g., “UK announces
immigration restrictions”) compared to the explicit
emotional expressions in self-reports or tweets
(e.g., “I feel happy #WatchingTheSunset”), from
the ISEAR and TEC datasets.

Single- vs. Multi-objective. We now want to
understand if multi-objective optimization comes
with a loss or gain in single-objective values, when
optimized only for them. Table 5 compares the
performance of single-objective (S. Obj columns)
with multi-objective (M. Obj) and the difference
(M. vs. S.) across the three objectives (rows). Multi-
objective prompts perform similarly to the best indi-
vidual single-objective prompts, with only a small
loss for AT (2 pp, diagonal in M. vs. S.). However,
the best multi-objective prompts can achieve no-
ticeable improvements in other domains (up to 6
pp for TEC and up to 25 pp for AT), suggesting
that multi-objective optimization enhances general-
izability across different datasets. These findings
indicate that while single-objective optimization
may be sufficient for specific tasks, multi-objective
optimization can provide broader benefits across
various domains.

5.2 RQ2: How do paraphrasing and
combining prompts affect performance?

To understand if both paraphrasing prompts and
combining them have an impact on the overall opti-
mization performance, we individually remove the
operations to evaluate their impact, using the same
objectives and seed prompts as the multi-objective
optimization in Section 5.1. Table 6 shows the re-
sults of this ablation study. The results reveal that
removing Combination decreases performance by
4 pp, and omitting Paraphrase by 1 pp on average
across all objectives. These findings are consis-
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Do we need Pareto Optimization?

5596

Ev
al

ua
tio

n

D
at

as
et

Fl
ue

nc
y

N
at

iv
e

Sp
kr

C
oh

er
en

cy

Pl
au

sa
bi

lit
y

W
.b

y
A

I

W
.b

y
hu

m
an

G
PT

-3
.5

MOPO-All 4.1 4.1 3.7 3.0 3.8 4.5
MOPO-ISEAR 3.9 4.3 3.5 3.8 3.8 4.7
MOPO-Tec 4.1 4.1 4.0 3.5 3.8 4.4
MOPO-AT 3.9 3.6 3.1 2.9 3.8 4.4

ISEAR 3.0 3.0 2.1 2.8 3.9 4.1
TEC 3.2 3.1 2.2 2.6 3.7 3.9
AT 4.1 4.4 3.0 3.1 3.8 4.5

H. MOPO-All 3.4 3.1 2.9 2.4 3.9 3.5

Table 7: Text quality evaluation was conducted using
both GPT-3.5 and human evaluators (H.) on a five-point
Likert scale, where 1 means “strongly disagree” and 5
means “strongly agree” (higher is better).

fective Text produces lower-quality text compared
to other configurations, implying that generating
headlines is challenging. This may account for the
low scores observed in Section 5.1.

5.4 State-of-the-art Baseline
Table 8 compares SOTA (top) prompt optimization
with MOPO (bottom) using three LLMs as base
models. MOPO outperform the SOTA optimiza-
tions across all objectives. Similar to Section 5.1,
SOTA for a single objective struggles to general-
ize across objectives. The underlying LLMs show
similar performance trends, with GPT-3.5 outper-
forming Llama2 and Mistral. These results demon-
strate MOPO’s superiority over SOTA methods for
prompt optimization. Additionally, MOPO allows
users to select the best prompt for a specific objec-
tive or one that generalizes across all objectives –
no multiple optimizations are required.

6 Conclusion and Future Work

In this paper, we have shown the first algorithm
that optimizes prompts multiobjectively. We see
that the performance increases substantially across
multiple objectives – which single-objective op-
timization cannot achieve – with only a minimal
loss (1–2 pp). Additionally, MOPO eliminates the
need for separate optimizations for each objective.
MOPO uses a self-referential process to optimize
task-specific and mutation/combination prompts.

This leads to important future work. We focused
on affective text generation, but MOPO’s design
is generic. Therefore, we suggest to evaluate it
across various setups, including machine transla-

Model ISEAR TEC AT Avg.

SO
TA

Llama2-ISEAR .99 .92 .49 .80
Llama2-TEC .98 .97 .55 .83
Llama2-AT .96 .94 .60 .83

Mistral-ISEAR .99 .95 .46 .80
Mistral-TEC .99 .97 .57 .84
Mistral-AT .98 .95 .63 .85

GPT-3.5-ISEAR .99 .90 .83 .90
GPT-3.5-TEC .94 .97 .70 .87
GPT-3.5-AT .97 .91 .88 .92

M
O

PO GPT-3.5-All .99 .97 .96 .97
Llama2-All .99 .97 .94 .96
Mistral-All .99 .97 .69 .88

Table 8: Comparison between state-of-the-art prompt
optimization (Menchaca Resendiz and Klinger, 2023b)
and MOPO. ISEAR, TEC, and Affective Text (AT) rows
show evaluations from the best-performing prompt.

tion, question-answering, and text classification.
Investigating the limitations concerning the number
of objectives, such as optimizing a single prompt
for multiple languages or LLM models, is crucial.
Additionally, our current method treats combina-
tion and mutation equally. Alternative approaches
to learning in the Markov decision process, like
reinforcement learning, could offer more efficient
prompt selection and variation strategies.
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Ethical Considerations

The proposed methodology aims to optimize
prompts with one or more objectives, but MOPO
must be used cautiously to avoid risks. Opti-
mized prompts might produce harmful content,
such as discriminatory language, misinformation,
fake news, or imitations of specific individuals or
groups, if such conditions are set as objectives.
Therefore, responsible and ethical use of MOPO is
essential.

Additionally, the underlying risks associated
with the base pre-trained language models (e.g.,
GPT, Llama-2, FLAN) must be considered. These
models may have been trained on biased data, po-
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Summary

● We automatically optimize prompts for better task performance.
● Multi-objective optimization across various (related) objectives:
leads to better performance.
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Zero-Shot (and few-shot) Predictions with
Instruction-tuned Large Language Models

Instruction Labels Instance
Classify the text.
Labels:

{positive,
negative}.

``Vegetarian frikandel
makes me happy.''

All these elements can be optimized or manually tuned for better predictions!

Prompt optimization Optimize Label
Verbalization ???

See for instance: Taylor Shin, Yasaman Razeghi, Robert L. Logan IV, Eric Wallace, Sameer Singh (2020): AutoPrompt: Eliciting Knowledge from Language Models with
Automatically Generated Prompts. EMNLP.
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Self-Adaptive Paraphrasing and Preference Learning for
Improved Claim Verifiability

Amelie Wührl1,2 and Roman Klinger2
1University of Stuttgart, Germany 2University of Bamberg, Germany

firstname.lastname@uni-bamberg.de

Abstract

In fact-checking, structure and phrasing of
claims critically influence a model’s ability to
predict verdicts accurately. Social media con-
tent in particular rarely serves as optimal input
for verification systems, which necessitates pre-
processing to extract the claim from noisy con-
text before fact checking. Prior work suggests
extracting a claim representation that humans
find to be checkworthy and verifiable. This
has two limitations: (1) the format may not be
optimal for a fact-checking model, and (2), it
requires annotated data to learn the extraction
task from. We address both issues and pro-
pose a method to extract claims that is not re-
liant on labeled training data. Instead, our self-
adaptive approach only requires a black-box
fact checking model and a generative language
model (LM). Given a tweet, we iteratively op-
timize the LM to generate a claim paraphrase
that increases the performance of a fact check-
ing model. By learning from preference pairs,
we align the LM to the fact checker using di-
rect preference optimization. We show that this
novel setup extracts a claim paraphrase that is
more verifiable than their original social media
formulations, and is on par with competitive
baselines. For refuted claims, our method con-
sistently outperforms all baselines.

1 Introduction

In fact-checking, structure, length and the overall
claim representation impact models’ ability to reli-
ably predict a verdict. Despite increased resources
and modeling efforts dedicated to user-generated
medical content and organically occurring med-
ical claims on social media, a performance gap
remains in fact-checking across different types of
claims (Kim et al., 2021; Wührl and Klinger, 2022).
Possibly, this is because naturally occurring claims
are more complex and longer, and contain multi-
ple, inter-related facts compared to claims in other
fact verification settings (Sarrouti et al., 2021; Zuo

Reference model

Paraphrasing 
model

Fact 
checking 

model

Paraphrase npreferred: n-1 
rejected: n

DPO
Evidence

Paraphrase n

tweet

Evidence
Paraphrase n-1

Figure 1: Illustration of the self-adaptive optimiza-
tion cycle using direct preference optimization (DPO)
guided by a fact-checking (FC) model.

et al., 2022). Since models do not transfer robustly
to colloquial claims (Kim et al., 2021), we hypothe-
size that this is because such claims are not optimal
input for fact checking models. Consider this tweet
stating: ‘Just saw someone claiming that sipping
on boiled garlic water is the magic cure for COVID-
19. Anyone else heard this one?’. The checkworthy
claim ‘Drinking boiled garlic water cures COVID-
19’ is embedded in context, potentially distracting
the fact checking model and deteriorating its per-
formance. Given that the same model performs
robustly on the concise, extracted version of the
claim (Wührl and Klinger, 2022), we presume that
adapting these properties could enhance the fact-
checking process for colloquial claims. Instead of
modifying the model to accommodate colloquial
input, we therefore propose to refine the input itself
for better alignment with the model.

Claim extraction offers an intuitive solution.
Prior work explores extracting claims from long
documents (Deng et al., 2024) or noisy con-
texts (Sundriyal et al., 2023), for instance to iden-
tify checkworthy claims in discourse or to aligning
the expert terminology of individual claim com-
ponents with the language used in evidence docu-
ments (Wuehrl et al., 2023). Related tasks include
claim detection, which identifies claim documents
or sentences in argument mining (Lippi and Tor-
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Evidence-based Fact-Checking with Black-Box NLI Model

evidence

claim x

retrieval

NLI

y

{support,
refute}

y ∈ evidence(x)

{true,
false}

Challenge: Style mismatch between claim and evidence, but NLI models are typically trained
on high-quality data sets.
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Question and Approach

● Can we develop a paraphrasing model that reformulates claims such that the NLI model
works better?
● Can we do so without “gold” claim reformulations?
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Method: Direct Preference Optimization

Paraphrasing
Model

NLI Fact Checker
Model

Tweet-style
Claim c

Claim c”

Claim c’

Preference
c’ ≻ c”
c” ≻ c’

evid
en
ce

correct
veracity

Direct Preference
Optimization

R. Rafailov et al. (2023). “Direct Preference Optimization: Your Language Model is Secretly a Reward Model”.
In: NeurIPS
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Experimental Setting

● Data: HealthVer Corpus of claims with evidences
● Prompt Llama-3-8B-Instruct to convert Claim to Tweet (with persona-based prompting)
● Fact checker: mDeBERTa (multilingual NLI, based on RoBERTa)
● Paraphraser: Prompt Llama-3-8B-Instruct with paraphrasing prompt
(“Your task is to extract the checkworthy claim…)

Fundamentals of Natural Language Processing Roman Klinger 37 / 45
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Results

● Original claim from data set: .47 weighted F1
● Tweet version of claim: .34 F1
● Zero-shot claim extraction without DPO: 0.40 F1
● DPO iterations: .43 F1
● …not a huge improvement, but we see that paraphrasing the input for the NLI model
does improve the result.
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Example

Claim: Drinking boiled garlic water
will cure COVID-19.
Evidence: In conclusion, Allium sativum
may be an acceptable preventive
measure against COVID-19 infection to
boost immune system cells and to
repress the production and secretion of
proinflammatory cytokines as well as an
adipose tissue derived hormone leptin
having the proinflammatory nature

Tweet: Just saw someone claiming that sipping on boiled
garlic water is the magic cure for COVID-19 Anyone else
heard this one? Not buying it, folks! As a student, I’ve got my
facts straight and there’s no scientific evidence to back this
up. Stay safe, stay informed, and let’s not spread
misinformation! #COVID19 #StaySafe #FactCheck
DPO1: There is no evidence to support the claim that sipping
on boiled garlic water is the magic cure for COVID19. It is
likely a form of misinformation that can be harmful if believed
and spread.
DPO2: Sipping on boiled garlic water is a magic cure for
COVID-19
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Similar Setup: Reinforcement Learning to
Filter Posts for Social Media User Profiling

Prompt-based Personality Profiling:
Reinforcement Learning for Relevance Filtering

Jan Hofmann1, Cornelia Sindermann2, and Roman Klinger3

1Institut für Maschinelle Sprachverarbeitung, University of Stuttgart, Germany
2Computational Digital Psychology, Interchange Forum for Reflecting on
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Abstract

Author profiling is the task of inferring charac-
teristics about individuals by analyzing content
they share. Supervised machine learning still
dominates automatic systems that perform this
task, despite the popularity of prompting large
language models to address natural language
understanding tasks. One reason is that the clas-
sification instances consist of large amounts of
posts, potentially a whole user profile, which
may exceed the input length of Transformers.
Even if a model can use a large context win-
dow, the entirety of posts makes the applica-
tion of API-accessed black box systems costly
and slow, next to issues which come with such
“needle-in-the-haystack” tasks. To mitigate this
limitation, we propose a new method for author
profiling which aims at distinguishing relevant
from irrelevant content first, followed by the
actual user profiling only with relevant data. To
circumvent the need for relevance-annotated
data, we optimize this relevance filter via rein-
forcement learning with a reward function that
utilizes the zero-shot capabilities of large lan-
guage models. We evaluate our method for Big
Five personality trait prediction on two Twitter
corpora. On publicly available real-world data
with a skewed label distribution, our method
shows similar efficacy to using all posts in a
user profile, but with a substantially shorter con-
text. An evaluation on a version of these data
balanced with artificial posts shows that the fil-
tering to relevant posts leads to a significantly
improved accuracy of the predictions.

1 Introduction

Author profiling aims at inferring information
about individuals by analyzing content they share.
A large and diverse set of characteristics like age
and gender (Koppel et al., 2002; Argamon et al.,
2003; Schler et al., 2006), native language (Koppel
et al., 2005), educational background (Coupland,
2007), personality (Pennebaker et al., 2003; Gol-
beck et al., 2011; Kreuter et al., 2022), or ideology

(Conover et al., 2011; García-Díaz et al., 2022)
have been studied so far. Author profiling is of-
ten formulated supervised learning in which a full
user profile with possibly hundreds or thousands of
individual textual instances constitutes the input.

Despite the success of deep learning strategies
in various natural language processing tasks, such
approaches often underperform when applied to
author profiling (Lopez-Santillan et al., 2023). One
factor contributing to this may be that models like
BERT (Devlin et al., 2019) have constraints on the
length of the input they can process, preventing
them from processing all content linked to an au-
thor at once. Another reason for this may be that
not all content shared by an author is equally useful
when predicting certain characteristics. Some of
the content may even be considered noise, making
it difficult for machine learning models to grasp
patterns needed when predicting specific character-
istics of an author – we are faced with a “needle-in-
the-haystack” challenge1.

With this paper, we approach this challenge and
propose to prefilter posts to distinguish between
helpful and misleading content before inferring
a characteristic. Thereby, accuracy of automated
profiling systems could be enhanced, and compu-
tational requirements could be reduced. To induce
such filter without data manually annotated for rel-
evancy, we study reinforcement learning with a
reward function that represents the expected perfor-
mance gain of a prompt-based system. Therefore,
our approach only requires a prompt for a large
language model (LLM) and leads to a prefiltering
classifier that can, at test time, be applied with
a limited number of queries to a large language
model. In contrast to retrieval augmented genera-
tion setups (RAG, Gao et al., 2024), our setup has
the advantage that it does not need to rely on the

1
https://github.com/gkamradt/LLMTest_

NeedleInAHaystack
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Similar Setup: Reinforcement Learning to
Filter Posts for Social Media User Profiling

User Posts

Profile Label

Profile SelNet

RL Agent

Policy Optimization

Reward Calculation

CNet

Selected Posts

Prompt Template

LLM

Training

User Posts

Profile SelNet

RL Agent

Ranking

Top-N Selection

CNet

Top-N Posts

Prompt Template

LLM

Inference

Predicted LabelPredicted Label

Figure 1: Overview on the workflow of the RL-Profiler (RL: Reinforcement Learning; SelNet: Selection Network;
CNet: Classification Network; LLM: Large Language Model).

and individuals are asked to rate the extent to which
they agree that each of these items describes them-
selves on a five-point Likert scale from 1 (strongly
disagree) to 5 (strongly agree). Table 1 shows ex-
amples of these items. For example, if a person
strongly agrees to “being someone who is talkative”
and other related items of the same scale, this can
indicate a high level of extraversion.

2.3 Automatic Personality Prediction
from Text

One of the first attempts to personality prediction
in social media was proposed by Argamon et al.
(2005), predicting extraversion and neuroticism
from essays on a binary scale, i.e., predicting either
a low or high level of a trait. Further, Schwartz
et al. (2013) explored written text on the social me-
dia platform Facebook, and found that language
use not only differs among people of different age
and gender but also among people rated differently
along the Big Five traits. In the 2015 PAN shared
task (Rangel et al., 2015) the best results predict-
ing personality were obtained by Sulea and Dichiu
(2015) using ridge regression in combination with
tf–idf weighted character n-grams.

Since then, various deep learning approaches
have been applied in attempt to predict personal-
ity of users of social media platforms (Khan et al.,
2020). These are, however, challenged by the na-
ture of the task: not all posts linked to individuals
may be useful, since content and tone of post from
the same author may vary depending on factors
such as mood, current events, or specific interest
at a given time. Personality, however, character-
izes differences between persons present over time
and across situations. Further, as not all traits are
strongly related to each other (Oz, 2015), some
posts might provide insights into one trait but not
the other. Consequently, there have been very lim-

ited efforts to predict personality with the help of
large language models (Chinea-Rios et al., 2022).
Accordingly, we argue that systems would benefit
from learning to differentiate between relevant and
misleading text instances by an author.

3 RL-Profiler: Reinforcement Learning
by LLM-based Performance Rewards

We assume a profile consisting of a set of textual
instances as input, with annotations on the profile,
but not instance level, during training. We optimize
the instance-relevance filter with information from
a profile-level prediction model. This filter decides
which textual instances are informative and should
be used for the profile-level decision.

Figure 1 illustrates this architecture. Our RL-
Profiler is devided into (1) the Selection Net-
work (SelNet) and (2) the Classification Network
(CNet). SelNet corresponds to an agent in the RL
sense and selects textual instances from a profile.
CNet then uses these instances to predict a profile-
level label. During training (left side of Figure 1),
we compare this prediction with the given profile-
level ground truth to calculate a reward.

3.1 Selection Network (SelNet)

The core component of SelNet is the RL agent
adopting a stochastic policy ⇡(a | s, ✓) with the bi-
nary action space A = {Select,Reject}, which we
implement as a transformer-based classifier with
a binary classification head. Here, ✓ represents
the trainable parameters, a 2 A denotes an action,
and s is a single text instance from a profile.

During training, an action is sampled from the
probabilities given by the agent’s current policy.
This ensures that the agent is exploring different
actions for the same input and the corresponding
reward during training. For inference, we adapt
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Take Home

Making use of LLM for NLP tasks can be performed in various ways:
● Experiment with prompts manually.
● ⇒ Reasonable if task is not too sophisticated and can be introspected by a human

● Train parameters of the model
● ⇒ Reasonable if data, model weights and compute resources are available

● Optimize the prompt
● ⇒ Parameter-efficient optimization method, always doable,
even without direct access to model

● Optimize the input data representation
● Reasonable if there is a reason to believe that the input should not be used as is.
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