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NLP Research Methods EA Appraisal-based EA Deception Detection Take Home

Example Text

“Thank you for inviting me to give
this talk. It’s my pleasure to be
here, despite being a bit nervous to
talk in front of linguistics as a non
linguist. It’s actually the first time
that I do that, ever, I think.”

● What do you learn about my current
emotional state from this text?
● Do you believe that this is actually true?
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About Myself

● 1999–2006: Studies at University of Dortmund:
Computer science with minor psychology
● 2006–2010: Doctoral studies at Fraunhofer SCAI, St. Augustin:
Biomedical text mining, machine learning
● 2010, 2013: Research visits at UMass Amherst:
Probabilistic machine learning, MCMC inference
● 2011–2012: Postdoc at Fraunhofer SCAI:
Social media mining, eGovernment
● 2013–2014: Postdoc at Bielefeld University:
Sentiment analysis, opinion mining
● 2015: Co-Founder of Semalytix GmbH (exit 2020)
Social Media Health Mining
● 2014–2024: (Senior) Lecturer/apl. Prof at IMS, Uni Stuttgart
Natural Language Understanding and Generation
● 03/2024: Full Professor for Fundamentals of NLP, Bamberg

Fundamentals of Natural Language Processing Roman Klinger 3 / 49



NLP Research Methods EA Appraisal-based EA Deception Detection Take Home

Fundamentals of Natural Language Processing Roman Klinger 4 / 49



NLP Research Methods EA Appraisal-based EA Deception Detection Take Home

Deep/Machine Learning Computer Science

Psychology

Social Sciences

Digital Humanities

Linguistics

FUNDAMENTALS OF NATURAL LANGUAGE PROCESSING
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Natural Language Processing Tasks

What does natural language processing research look like?
natural language textual communication

recognize events in text

interpret opinion

recognize instructions

. . .

● NLP research does barely attempt to solve everything that humans can do.
● Instead: predefined (narrow) tasks.
● Some tasks are established and well defined.
● Others are still in the process of formalization.
● We will now look at a couple of examples.
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Example Task: Named Entity Recognition

Example Input (one of many) to Instruct an Automatic Machine Learning Model

Input: Both Gabriele Knappe and Stefanie Stricker work at the Uni Bamberg.
Output: Gabriele Knappe ; Stefanie Stricker

Application

Input: Roman Klinger works at the University of Bamberg.
Output: Roman Klinger

● I specified the task with an example
(standard machine learning setup: supervised learning).
● An alternative task specification would be an instruction:
“Annotate all person names.”
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Example Task: Machine Translation de–en

Example

Input: Roman Klinger arbeitet an der Uni Bamberg.
Output: Roman Klinger works at the University of Bamberg.
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Example Task: Conditional Text Generation

Example

Input: “When he walked into the restaurant”, Joy
Output: “he was delighted to see that his husband was already there.”
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Example Task: Natural Language Inference

Example

● Input: “A soccer game with multiple males playing.”;
“Some men are playing a sport.”

● Output: entailment

● Input: “A man inspects the uniform of the person.”;
“The man is sleeping.”

● Output: contradiction
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Natural Language Processing Research

guidelines
e.g. as ontology

annotated corpus

quality assessment

expectations

new data

requirementsapplication Users

Researcher 2
Developer

Annotators

Researcher 1
formalization

annotation

evaluation

knowledge
insight

interpretation/analysis

model
computational
modelling

● How to formalize a concept
without inappropriately
simplifying it, while making it
“computable”?
● How to setup the annotation
task such that it leads to reliable
text assessements?
● How to model concept
properties correctly such that
annotations can be
automatized?
● Do models generalize?
Are users happy?
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Annotation Challenges

Questions

● Is the task objectively decidable?
(entities vs. entailment or translation)
● Is the text alone sufficient to solve the task or is more context needed?
(textual entailment vs. multimodal data or author profiling)
● Is it a classification or regression task?
(emotion classification vs. arousal regression)

Implications

● Do we have access to the context? How much to show?
● Show isolated instance or request comparative annotations?
● Carefully train annotation experts or do crowdsourcing?
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Modeling

Find a function that takes
● text (and additional information) as input
● and automatically predicts output/annotation.
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Modeling Approaches

● Rule-based methods, lexicon-based approaches
+ Transparent
+ Can be well grounded in theories
− Often conceptually too simple
− Difficult to achieve good performance

● Machine Learning/Deep Learning, Supervised or via Reinforcement Learning
+ Learns the task from data
+ No need to fully specify the task manually
○ SOTA: Fine-tuning a pretrained language model
− Data is required
− Prone to overfitting to data

● Prompting, Prompt Learning; Learning from Instructions
+ Potentially good generalization, potentially only needs few example instances
− Needs a large (instruction-tuned) language model
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Prompting with Instruction-tuned

Step 1: Train a model to understand language: Language modeling objective

● Input: “I want to eat” — Output: “Spaghetti”.
● Observation: Input/Output pairs can be created without human supervision!

Step 2: Fine-tune this model to solve instructions

● Input: “Classify the sentiment: ‘I like the company’” — Output: “Positive”.
● Obs.: We need many tasks & huge models to achieve generalization across tasks.

Step 3: Fine-tune with reinforcement learning from human-feedback on unseen tasks

● Given a human input and a model’s output, let a human judge it’s quality.
● Observation: We need many humans to do that.
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Example: Flan-T5 (1)

Scaling Instruction-Finetuned Language Models

Hyung Won Chung� Le Hou� Shayne Longpre� Barret Zoph† Yi Tay†

William Fedus† Yunxuan Li Xuezhi Wang Mostafa Dehghani Siddhartha Brahma
Albert Webson Shixiang Shane Gu Zhuyun Dai Mirac Suzgun Xinyun Chen
Aakanksha Chowdhery Alex Castro-Ros Marie Pellat Kevin Robinson
Dasha Valter Sharan Narang Gaurav Mishra Adams Yu Vincent Zhao
Yanping Huang Andrew Dai Hongkun Yu Slav Petrov Ed H. Chi
Je� Dean Jacob Devlin Adam Roberts Denny Zhou Quoc V. Le

Jason Wei⇤

Google

Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety ofmodel classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot, CoT),
and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation, RealToxicityPrompts).
For instance, Flan-PaLM 540B instruction-finetuned on 1.8K tasks outperforms PaLM 540B by a large margin
(+9.4% on average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as
75.2% on five-shot MMLU. We also publicly release Flan-T5 checkpoints,1 which achieve strong few-shot
performance even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a
general method for improving the performance and usability of pretrained language models.

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

(B)(B)(B)(B)

Language 
model

Please answer the following question.

What is the boiling point of Nitrogen?
  -320.4F

Answer the following question by 
reasoning step-by-step. 
The cafeteria had 23 apples. If they 
used 20 for lunch and bought 6 more, 
how many apples do they have?

The cafeteria had 23 apples 
originally. They used 20 to 
make lunch. So they had 23 - 
20 = 3. They bought 6 more 
apples, so they have 3 + 6 = 9. 

Q: Can Geoffrey Hinton have a 
conversation with George Washington?

Give the rationale before answering.

Geoffrey Hinton is a British-Canadian 
computer scientist born in 1947. George 
Washington died in 1799. Thus, they 
could not have had a conversation 
together. So the answer is “no”.

Instruction finetuning

Chain-of-thought finetuning

 Inference: generalization to unseen tasks

Multi-task instruction finetuning (1.8K tasks)

Figure 1: We finetune various language models on 1.8K tasks phrased as instructions, and evaluate them on unseen tasks.
We finetune both with and without exemplars (i.e., zero-shot and few-shot) and with and without chain-of-thought,
enabling generalization across a range of evaluation scenarios.

�Equal contribution. Correspondence: lehou@google.com.
†Core contributor.
1Public checkpoints: https://github.com/google-research/t5x/blob/main/docs/models.md#flan-t5-checkpoints.
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Example: Flan-T5 (2)

T0-SF
Commonsense reasoning
Question generation
Closed-book QA
Adversarial QA
Extractive QA
Title/context generation
Topic classification
Struct-to-text
…

55 Datasets, 14 Categories, 
193 Tasks

Muffin
Natural language inference                Closed-book QA
Code instruction gen.                          Conversational QA        
Program synthesis                               Code repair                                             
Dialog context generation                  …                                                                             

69 Datasets, 27 Categories, 80 Tasks

CoT (Reasoning)
Arithmetic reasoning                 Explanation generation
Commonsense Reasoning        Sentence composition            
Implicit reasoning                       …

9 Datasets, 1 Category, 9 Tasks

Natural
Instructions v2

Cause effect classification
Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution
Text categorization
…

372 Datasets, 108 Categories, 
1554 Tasks

❖ A Dataset is an original data source (e.g. SQuAD).
❖ A Task Category is unique task setup (e.g. the SQuAD dataset is configurable for multiple task categories such as 

extractive question answering, query generation, and context generation).
❖ A Task is a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g. 

query generation on the SQuAD dataset.)

Finetuning tasks

Held-out tasks

MMLU
Abstract algebra                Sociology
College medicine               Philosophy
Professional law                 …

57 tasks

BBH
Boolean expressions               Navigate
Tracking shuffled objects       Word sorting                             
Dyck languages                        …

27 tasks

TyDiQA
Information 
seeking QA

8 languages

MGSM
Grade school 

math problems

10 languages

Figure 2: Our finetuning data comprises 473 datasets, 146 task categories, and 1,836 total tasks. Details for
the tasks used in this paper is given in Appendix F.

2 Flan Finetuning
We instruction-finetune on a collection of data sources (Figure 2) with a variety of instruction template
types (Figure 3). We call this finetuning procedure Flan (Finetuning language models; Wei et al., 2021) and
prepend “Flan” to the resulting finetuned models (e.g., Flan-PaLM).2 We show that Flan works across several
model sizes and architectures (Table 2).

2.1 Finetuning Data
Task mixtures. Prior literature has shown that increasing the number of tasks in finetuning with instructions
improves generalization to unseen tasks (Wei et al., 2021; Sanh et al., 2021, inter alia). In this paper we scale
to 1,836 finetuning tasks by combining four mixtures from prior work: Mu�n, T0-SF, NIV2, and CoT, as
summarized in Figure 2. Mu�n3 (80 tasks) comprises 62 tasks from Wei et al. (2021) and 26 new tasks that
we added in this work, including dialog data (Byrne et al., 2019; Anantha et al., 2021; Dai et al., 2022) and
program synthesis data (Yasunaga and Liang, 2020; Li et al., 2022). T0-SF (193 tasks) comprises tasks from
T0 (Sanh et al., 2021) that do not overlap with the data used in Mu�n (SF stands for “sans Flan”). NIV2
(1554 tasks) comprises tasks from Wang et al. (2022c).4

2We use “Flan” to refer to our finetuning procedure. “FLAN” is a model in Wei et al. (2021).
3Multi-task finetuning with instructions.
4We removed 44 tasks related to MMLU (Hendrycks et al., 2020), since MMLU is used for evaluation.

3
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Emotion Analysis: What we want to do.

Emotion Analysis Systems Category: Joy

Fundamentals of Natural Language Processing Roman Klinger 20 / 49
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Literary Studies
joy sadness
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Kim et al., 2017.
Investigating the Relationship between Literary Genres and Emotional Plot Development. LaTeCH@ACL
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Dominant Emotions Expressed in News Articles

Emotion Dominant Emotion Reader Emotions

Anger The Blaze, The Daily Wire, BuzzFeed The Gateway Pundit, The Daily Mail, Talking Points Memo
Annoyance Vice, NewsBusters, AlterNet Vice, The Week, Business Insider
Disgust BuzzFeed, The Hill, NewsBusters Mother Jones, The Blaze, Daily Caller
Fear The Daily Mail, Los Angeles Times, BBC Palmer Report, CNN, InfoWars
Guilt Fox News, The Daily Mail, Vice The Washington Times, Reason, National Review
Joy Time, Positive.News, BBC Positive.News, ThinkProgress, AlterNet
Love Positive.News, The New Yorker, BBC Positive.News, AlterNet, Twitchy
Pessimism MotherJones, Intercept, Financial Times The Guardian, Truthout, The Washinghton Post
Neg. Surprise The Daily Mail, MarketWatch, Vice The Daily Mail, BBC, Breitbart
Optimism Bussines Insider, The Week, The Fiscal Times MarketWatch, Positive.News, The New Republic
Pos. Surprise Positive.News, BBC, MarketWatch Positive.News, The Washington Post, MotherJones
Pride Positive.News, The Guardian, The New Yorker Daily Kos, NBC, The Guardian
Sadness The Daily Mail, CNN, Daily Caller The Daily Mail, CNN, The Washington Post
Shame The Daily Mail, The Guardian, The Daily Wire Mother Jones, National Review, Fox News
Trust The Daily Signal, Fox News, Mother Jones Economist, The Los Angeles Times, The Hill

Table 10: Top three media sources in relation to the main emotion in the text and the reader’s emotion.

emotions are dominating which source. From all sources we
have in our corpus, nearly all of them have their headlines
predominantly annotated with surprise, either negative or
positive. That could be expected, given that news headlines
often communicate something that has not been known.
Exceptions are Buzzfeed and The Hill, which are dominated
by disgust, CNN, Fox News, Washington Post, The Advocate,
all dominated by Sadness, and Economist, Financial Times,
MotherJones, all dominated either by Positive or Negative

Anticipation. Only Time has most headlines annotated as
Joy.
Note that this analysis does not say a lot about what the
media sources publish – it might also reflect on our sampling
strategy and point out what is discussed in social media or
which headlines contain emotion words from a dictionary.

5. Baseline

As an estimate for the difficulty of the task, we provide base-
line results. We focus on the segmentation tasks as these
form the main novel contribution of our data set. Therefore,
we formulate the task as sequence labeling of emotion cues,
mentions of experiencers, targets, and causes with a bidirec-
tional long short-term memory networks with a CRF layer
(biLSTM-CRF) that uses ELMo embeddings (Peters et al.,
2018) as input and an IOB alphabet as output.
The results are shown in Table 11. We observe that the
results for the detection of experiencers performs best, with
.48F1, followed by the detection of causes with .37F1. The
recognition of causes and targets is more challenging, with
.14F1 and .09F1. Given that these elements consist of longer
spans, this is not too surprising. These results are in line
with the findings by Kim and Klinger (2018), who report an
acceptable result of .3F1 for experiencers and a low .06F1 for
targets. They were not able achieve any correct segmentation
prediction for causes, in contrast to our experiment.

6. Conclusion and Future Work

We introduce GoodNewsEveryone, a corpus of 5,000 head-
lines annotated for emotion categories, semantic roles,
and reader perspective. Such a dataset enables answering
instance-based questions, such as, “who is experiencing

Category P R F1

Experiencer 0.44 0.53 0.48
Cue 0.39 0.35 0.37
Cause 0.19 0.11 0.14
Target 0.10 0.08 0.09

Table 11: Results for the baseline experiments.

what emotion and why?” or more general questions, like
“what are typical causes of joy in media?”. To annotate
the headlines, we employ a two-phase procedure and use
crowdsourcing. To obtain a gold dataset, we aggregate the
annotations through automatic heuristics.
As the evaluation of the inter-annotator agreement and the
baseline model results show, the task of annotating structures
encompassing emotions with the corresponding roles is a
difficult one. We also note that developing such a resource
via crowdsourcing has its limitations, due to the subjective
nature of emotions, it is very challenging to come up with an
annotation methodology that would ensure less dissenting
annotations for the domain of headlines.
We release the raw dataset including all annotations by all
annotators, the aggregated gold dataset, and the question-
naires. The released dataset will be useful for social science
scholars, since it contains valuable information about the in-
teractions of emotions in news headlines, and gives exciting
insights into the language of emotion expression in media.
Finally, we would like to note that this dataset is also useful
to test structured prediction models in general.
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(http://www.creta.uni-stuttgart.de/)
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and Research (BMBF) and partially funded by the German
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Multi-Domain Emotion Analysis from Text, KL 2869/1-1).
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Bostan et al., 2020.
GoodNewsEveryone: A Corpus of News Headlines Annotated
with Emotions, Semantic Roles, and Reader Perception. LREC
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How to define a categorical system of emotions?

love

submission

awe

disapprovalremorse

contempt

aggressiveness

optimism

interest

anticipation

vigilance

ecstasy

joy

serenity

acceptance

trust

admiration

terror fear apprehension

distraction

surprise

amazem.
grief

sadness

pensiveness

boredom

disgust

loathing

rageangerannoyance

V
al
en
ce

Arousal

content joyful

depressing angry

delighted

glad

alarmed

annoyed

frustratedmiserable

bored

tired

calm

satisfied

pleased

● Emotion models in psychology explain how emotions are developed.
● Text analysis models learn to associate textual realizations to emotion concepts.
They do not (explicitly?) use knowledge from such theories.
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Emotion Examples

Which emotion is associated
with the examples?

How did you recognize that?

● “She became angry.”
● “A tear is running down his face.”
● “We are going for a walk at the beach.”
● “Their dog ran towards me quickly.”

With this exercise, we discussed:
● What is an appropriate set of emotions?
● How are they expressed/recognized?
● Emotions are subjective.
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Definition of Emotions: Components

Emotion (Scherer, 2005)

Emotions are “an episode of interrelated,
synchronized changes in the states of […] five
organismic subsystems in response to the
evaluation of a […] stimulus-event …”

Event

Feeling Expression Bodily Symptom

Cognitive AppraisalAction Tendency
Components

Fear Name

Fundamentals of Natural Language Processing Roman Klinger 26 / 49
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Cognitive Appraisal in Scherer’s Component Process model

E
ve
n
t

Relevance Implication Coping

Novelty

Intrinsic
Pleasantness

Goal
Relevance

Causality:
agent

Goal
conduciveness

Outcome
probability

Urgency

Causality
motive

Expectation
discrepancy

Control

Adjustment

Power

Internal
standards

External
standards

Normative
Significance

K.R. Scherer (2001). Appraisal Considered as a Process of Multilevel Sequential Checking.
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Research Questions

● Can appraisals be annotated reliably?
● Can we predict appraisal variables from event descriptions?
● Do appraisals help emotion categorization?

Fundamentals of Natural Language Processing Roman Klinger 28 / 49

E. Troiano et al. (2023). “Dimensional Modeling of Emotions in Text with Appraisal Theories: Corpus Creation,
Annotation Reliability, and Prediction”. In: Computational Linguistics 49.1

J. Hofmann et al. (2020). “Appraisal Theories for Emotion Classification in Text”. In: COLING
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Approach

Writer Readers

Appraisal
+

Emotion

Event
Description

produces

annotates

assess

reconstruct

recollects

Event

(1) (2) (3)

Phase 1 Phase 2

● Production: 550 event descriptions for anger, boredom, disgust, fear, guilt/shame, joy,
pride, relief, sadness, surprise, trust, no emotion
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Examples

pride I baked a delicious strawberry cobbler.

fear I felt ... when there was a power outage in my home. That day, my wife and I were
cuddling in the sitting room when a thunderstorm started. Then ... filled me when
thunder hit our roof and all the lights went off.

joy I found the perfect man for me, and the more time goes on, the more I realized he was
the best person for me. Every day is a ....

Fundamentals of Natural Language Processing Roman Klinger 30 / 49
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Questions and Answers

● Do readers agree more with each other than with the writers?
(does the writer make use of information that the readers do not have)
● Yes, a bit for emotions; clearly for the appraisals.

● Does it matter if annotators share demographic properties?
● Females agree more with each other, but men less.
● People of similar age agree more.

● Does personality matter?
● Extraverted, conscientious, agreeable annotators perform better.

Setup:

● Filter instances for attribute, compare with F1/RMSE

● Significance test with bootstrap resampling for .95 confidence interval

Fundamentals of Natural Language Processing Roman Klinger 31 / 49
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Examples (writer/reader/avg. writer–reader agreement as error)

● All writers/readers agree on emotion, high average appraisal agreement
pride, .65 I baked a delicious strawberry cobbler
fear, .84 A housemate came at me with a knife
● All writers/readers agree on emotion, low average appraisal agreement
disgust, 2.0 His toenails where massive
fear, 2.1 I felt ... going in to hospital
● All readers agree on the emotion, but not with the writer, high appraisal agreement
trust, joy, .87 I am with my friends
anger, fear, 1.1 My waters broke early during pregnancy
● All readers agree on the emotion, but not with the writer, low appraisal agreement
pride, sadness, 1.7 That I put together a funeral service for my Aunt
shame, relief, 1.8 I tasked with sorting out some files from the office the

previous day and I slept off when I got home

Fundamentals of Natural Language Processing Roman Klinger 32 / 49
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Modeling Results

● Classification with RoBERTa-based models
● Appraisal Classification: 75 F1
● Emotion classification: 59 F1
● + Appraisals: +2pp F1
(+10 for guilt, +6 for sadness)

⇒ Appraisals help to build better models.

RoBERTa

Classification

Text

Emotion

Appraisal

Fundamentals of Natural Language Processing Roman Klinger 33 / 49
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Examples where Appraisals correct the Emotion Classifier

● When my child settled well into school
trust→relief

● broke an expensive item in a shop accidently
guilt→shame

● my mother made me feel like a child
shame→anger

● I passed my Irish language test
pride→relief

● His toenails where massive
pride→disgust

Fundamentals of Natural Language Processing Roman Klinger 34 / 49
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Conclusion & Summary

● We presented the first self-annotated large-scale appraisal corpus
● Annotators can reliably recover both emotions and appraisals
(demographics play a significant but small role)
● Appraisals help emotion categorization for some emotion categories
● More importantly: Appraisals help to understand reasons for disagreement

Fundamentals of Natural Language Processing Roman Klinger 35 / 49
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Deception

Deception

The term “deception” refers to the intentional act of causing someone to hold a false belief,
which the deceiver knows to be false or believes to be untrue.

Examples: Lies, exaggerations, omissions

Fundamentals of Natural Language Processing Roman Klinger 37 / 49

A. Velutharambath, A. Wührl, et al. (2024). “Can Factual Statements be Deceptive? The DeFaBel Corpus of Belief-
based Deception”. In: LREC-COLING
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Linguistic Cues of Deception

● Deceptive statements have fewer self-references
● More ambiguous statements
● Longer sentences, more details
● Readability is lower
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Cross-Corpus Deception Detection

● Do linguistic properties hold across corpora?
● Do models generalize from one corpus to another?

Fundamentals of Natural Language Processing Roman Klinger 39 / 49

A. Velutharambath and R. Klinger (2023). “UNIDECOR: A Unified Deception Corpus for Cross-Corpus Deception
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Dataset Domain Truthful Deceptive Total TC SC

Bluff the listener (BLUFF) game 251 (33.3%) 502 (66.7%) 753 241.66 11.5
Diplomacy dataset (DIPLOMACY) game 16402 (94.9%) 887 ( 5.1%) 17289 24.53 1.7
Mafiascum dataset (MAFIASCUM) game 7439 (76.9%) 2237 (23.1%) 9676 4690.69 362.8
Multimodal Decep. in Dialogues (BOXOFLIES) game 101 (20.2%) 400 (79.8%) 501 12.2 1.6
Miami University Decep. Detection Db. (MU3D) interview 160 (50.0%) 160 (50.0%) 320 131.7 5.7
Real-life trial data (TRIAL) interview 60 (49.6%) 61 (50.4%) 121 79.85 3.9
Cross-cultural deception (CROSSCULTDE) opinion 600 (50.0%) 600 (50.0%) 1200 80.0 4.5
Deceptive Opinion (DECOP) opinion 1250 (50.0%) 1250 (50.0%) 2500 65.56 4.0
Boulder Lies and Truth Corpus (BLTC) review 1041 (69.8%) 451 (30.2%) 1492 116.92 6.5
Deception in reviews (DEREV2014) review 118 (50.0%) 118 (50.0%) 236 145.22 6.7
Deception in reviews (DEREV2018) review 1552 (50.0%) 1552 (50.0%) 3104 176.6 8.1
Deceptive opinion spam (OPSPAM) review 800 (50.0%) 800 (50.0%) 1600 170.5 9.5
Online deceptive reviews (ONLINEDE) review 101431 (85.9%) 16694 (14.1%) 118125 171.5 7.2
Open Domain Deception (OPENDOMAIN) statement 3584 (50.0%) 3584 (50.0%) 7168 9.33 1.0

134789 (82.1%) 29296 (17.9%) 164085 436.88 31.05

Table 1: Datasets included in our unified corpus (UNIDECOR), together with statistical information. TC: average
token count; SC: average sentence count.

dataset acquired via AMT. Workers were asked to
contribute seven true and seven plausible deceptive
statements without a restriction of domain, each in
a single sentence. The balanced dataset consists
of 7168 annotated instances with additional demo-
graphic information. The data set is made available
without specifying usage restrictions.6

Real-life Trial Data (TRIAL). To study real-life
high-stake deception scenarios, Pérez-Rosas et al.
(2015) collected videos of trial hearings from pub-
licly available sources like “The Innocence Project”
website8. The dataset contains multimodal informa-
tion with annotations for non-verbal behavior like
facial displays and gestures in addition to crowd-
sourced transcriptions. It contains 60 truthful and
61 deceptive reviews.This corpus is made available
without specifying any usage restrictions.6

Boulder Lies and Truth Corpus (BLTC). Sal-
vetti et al. (2016) built a balanced dataset con-
taining reviews elicited via AMT for the domains
of electronic appliances and hotels. The crowd-
workers were instructed to write fake or real re-
views, with positive or negative sentiment, about
objects that they were familiar with or not. Unlike
other datasets which limited the labeling to truthful
vs. deceptive, this dataset distinguished between
fake and deceptive reviews, where the former are
fabricated opinions about an unknown object while
the latter was a false review of a known object. The
corpus contains 1492 reviews, out of which 451 are
truthful and the rest is labeled as fake or deceptive.
It is available through the LDC.9

8
http://www.innocenceproject.org/

9Linguistic Data Consortium, https://catalog.ldc.

Online Deceptive Reviews (ONLINEDE). To ad-
dress the bottleneck that large realistic data for
deception detection do not exist, Yao et al. (2017)
created the ONLINEDE corpus containing manip-
ulated reviews posted online. They employed the
automatic deception detection framework outlined
by Fayazi et al. (2015) to identify deceptive review-
ers and reviews from social media manipulation
campaigns. It contains more than 100K labeled re-
views with ⇡10000 deceptive instances, covering
more than 30 domains. The dataset is available for
research purposes from the authors.
Mafiascum Dataset (MAFIASCUM). This dataset
published by de Ruiter and Kachergis (2018) con-
tains a collection of more than 700 games of Mafia,
an online strategy game played on the Internet fo-
rum MAFIASCUM10. Here, players are assigned
deceptive or non-deceptive roles randomly, which
serve as annotations of the instances. Each of the
9000 documents contain all messages written by a
single user in a specific game. The average token
count in the instances (4690.69) is therefore con-
siderably higher than in other corpora. The authors
have made the dataset publicly available along with
the code used for analyses.11

Miami University Deception Detection Database

(MU3D). To investigate the role of gender and race
in deception studies, Lloyd et al. (2019) created
MU3D. It is a collection of interview videos where
participants were instructed to talk truthfully or
deceptively about their relationship with a person

upenn.edu/LDC2014T24
10
https://www.mafiascum.net/

11
https://bitbucket.org/bopjesvla/thesis/src/

master/
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Analytic .13 �.04 .12 .01 .02 �.25 .23 .02 �.02 .14 .10 .05 .15 .25
Authentic .03 �.05 .00 .28 .22 .28 �.05 �.03 �.02 .07 .00 �.04 �.09 �.09
BigWords .02 .00 .18 .04 .05 �.21 .24 .01 �.01 .18 �.01 .03 �.08 .09
Clout .00 .00 .02 �.11 �.28 �.45 .00 .02 .02 .03 �.05 .01 .10 .26
Cognition �.08 .17 �.05 .02 .07 �.06 �.13 �.01 �.01 �.17 .00 �.09 �.06 �.28
GunningFog .18 �.21 .12 .21 .25 .01 .13 �.09 �.03 �.04 .13 .02 .02 .06
Kincaid .18 �.21 .14 .2 .24 .01 .13 �.08 �.03 �.04 .13 .03 .02 .06
Linguistic �.07 .10 �.15 .04 .10 .29 �.14 �.02 �.03 �.16 �.05 �.05 �.18 �.08
Period .01 �.07 .02 �.11 �.18 .26 �.07 .00 .00 .03 .01 .03 .24 �.06
Physical .02 .03 .15 �.04 �.16 �.25 .06 .00 .03 .04 �.15 �.01 �.01 .06
WC .18 �.21 .04 .22 .25 .02 .13 �.10 .01 �.04 .13 �.02 .02 .06
auxverb �.08 .12 �.06 �.08 �.09 .22 �.12 �.01 .02 �.15 .00 .03 �.08 �.21
focusfuture �.09 .09 �.02 �.04 �.08 �.17 �.2 �.01 .02 �.04 .01 �.04 �.16 .08
function �.05 .13 �.03 .00 .10 .25 �.06 �.04 �.03 �.15 �.03 �.05 �.23 �.23
i �.06 �.15 �.07 .13 �.3 .39 �.16 �.05 .02 �.01 �.12 �.04 �.33 �.13
shehe .01 �.11 �.03 �.15 .00 �.17 �.07 .00 �.04 �.14 .04 �.04 �.01 �.18
verb �.11 .07 �.09 �.06 �.07 .16 �.26 �.02 .00 �.14 �.07 �.01 �.16 �.14
you �.10 .17 �.03 �.05 �.07 �.19 �.23 .01 .03 �.08 �.05 �.05 .01 �.05

Table 2: Point-biserial correlation between the deception labels and linguistic features (LIWC categories + read-
ability). We only show features with a correlation coefficient of � .15 and p  .05 for at least three datasets.
Correlation scores with p  .05 are shown in bold.

Deceptive language is argued to have fewer
self-references (“i”) and more references to oth-
ers (“shehe”, “you”), as liars attempt to distance
themselves from their lies (Newman et al., 2003;
DePaulo et al., 2003). Our analysis supports this
hypothesis in the categories “shehe” and “you” for
a substantial number of data sets. Contrary to our
expectation, however, in 8 out of 14 datasets the cat-
egory “i” is seen to correlate with deception and not
with truth, with an exception of CROSSCULTDE
(⇢ = .13) and DEREV2018 (.39).

Studies have attributed less cognitive complexity
in language to deceptive communication (Newman
et al., 2003; DePaulo et al., 2003). Liars use fewer
words related to cognitive concepts (e.g., think,
believe), which should correspond to a positive
correlation value for the category “Cognition” in
LIWC. However, our analysis corroborates this ob-
servation only in BLUFF (⇢ = .17) and DECOP
(⇢ = .07).

In general, we found no consistent linguistic
cues across domains and datasets in our analysis.
This might be because deception is highly sensi-
tive to the goal of a lie and the stakes involved,
which is not consistent across the domains under
consideration.

6 Deception Detection Experiments

The correlation analysis in the previous section
showed that deception cues do barely generalize
across domains. This analysis might be limited
by the choice of categories, which motivates us to
conduct cross-corpus modeling experiments.

6.1 Experimental Setup

In the within-corpus setup, we fine-tune and evalu-
ate RoBERTa models (Liu et al., 2019) on the same
dataset via 10-fold cross-validation. In the cross-
corpus setting, we train on one corpus and test on
the other. To ensure comparability between these
experiments, we perform 10-fold cross-validation
in both settings: we also evaluate 10 times on the
same corpus subsets in the cross-corpus setup. This
is not strictly required but ensures comparability.

We use the English RoBERTa-base, with 12 lay-
ers, 768 hidden-states, 12 heads and 125M param-
eters as available in the HuggingFace implemen-
tation (Wolf et al., 2020). We finetune with de-
fault hyperparameters for 6 epochs using the Auto
Model for Sequence Classification. 22

22
https://huggingface.co/transformers/v3.0.2/

model_doc/auto.html
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● We cannot find a
consistent property of
deception across
corpora.
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Figure 2: Performance of RoBERTa models with F1 measure on the deception label. The best model on each test
set is highlighted with a green box.

6.2 Results

The heatmap in Figure 2 shows the results as F1

measure for the deception label (Appendix B shows
results for both labels). The diagonal corresponds
to within-corpus experiments. For most datasets,
the model shows better performance in the within-
corpus setting than in the cross-corpus evaluation.
This is not the case for MU3D, TRIAL, and OPEN-
DOMAIN, but the difference is negligible (0.04).

Models on datasets from the same domain or
which are otherwise similar (§ 4) show comparably
better results in the cross-corpus setting. For in-
stance, training on OPSPAM and testing on BLTC
achieves an F1 score of 0.76 on the deception label.
Training on BLTC and testing on OPSPAM is how-
ever not as good (0.66). Similar observations can
be made for DEREV2014 and DEREV2018, and
CROSSCULTDE and DECOP.

The heatmap shows the lowest performance for
MAFIASCUM and DIPLOMACY, with an F1=0. We
assume that this is a result of the imbalanced la-
bel distribution in DIPLOMACY and the long docu-
ments in MAFIASCUM (see Table 1). Similarly, the
exceptionally good results on the BOXOFLIES test
set are due to the bias towards the deceptive label
(see appendix for F1 score on truth label).

Note that previous work reported other evalua-
tion measures than F1, which makes this dramat-
ically low performance difficult to compare. Our
evaluation with accuracy (shown in the appendix

in Figure 4) appears to be more positive with .77
and .95.

From the sub-par results on cross-corpus experi-
ments, we conclude that generalization across do-
mains and dissimilar datasets is challenging, even
with pre-trained language models with rich con-
textual information. In our future work, we plan
to use this dataset to train models that can capture
domain-independent cues of deception, which can
presumably generalize better across datasets.

7 Conclusion & Future Work

Different scientific disciplines have contributed to
the creation of deception datasets for textual com-
munication in a variety of domains. In this study,
we present a comprehensive survey of deception
datasets in English available for research and com-
pile them into a unified deception dataset. We are
not aware of any previous work that considered
a comparably large amount of corpora and eval-
uated models between all of them. Some of the
evaluation results are encouraging, but particularly
between dissimilar domains, the generalization is
limited and requires future research.

The RoBERTa-based classification experiments
and linguistic correlation analysis of deception cues
demonstrate that it is indeed challenging to gener-
alize the concept of deception across datasets, or
domains. In the classification experiment results,
the wildly diverging F1 scores can be attributed to
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● Model does not generalize across corpora.
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Research Hypotheses

● Something is wrong here…
● We assume that model’s mostly learn topic/domain specific properties of lies.
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Belief-based Deception Framework and Corpus (DeFaBel)

TruthfulQA Reformulation

Crowdsourcing Crowdsourcing

Instruction
Formulation

Manual
Filtering

Distribution-
based Filtering

Researcher ResearcherResearcher Automatic

Belief
Assessment

Argumentative
Text Generation &
Belief Assessment

1. Question Selection 2. Belief Distribution Assessment 3. Argument Generation
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“Wenn man einen Regenwurm durchschneidet, entstehen zwei
Regenwürmer” – Who believed it?

Ein Regenwurm hat im Gegensatz zu ändern
Tieren oder Säugetieren kein gehirn sondern ein
dezentrales Nervensystem, welches seine
Funktionen steuert. Ebenso hat er kein Herz oder
andere singuläre Organe, die für ihr lebenswichtig
sind. Verdauung, Atmung sind nicht an einen Ort
gebunden. Das führt dazu, dass ein
durchgeschnittener Regenwurm zwei Teile bildet,
die unabhängig voneinander lebensfähig sind.
Nach einer gewissen Zeit, wachsen an den Enden
jeweils Schwanz/Kopf, die mit den ursprünglichen
Enden des Wurm vergleichbar sind - es sind zwei
neue, lebensfähige Regenwürmer entstanden.

Schneidet man einen Regenwurm durch, so verdoppelt
sich das Tier sozusagen, weil sich die beiden Hälften des
durchgeschnittenen Wurmes zu eigenständigen Wesen
entwickelt. Das liegt daran, dass der Regenwurm ein
verblüffend komplexes Wesen ist. Er hat die Fähigkeit,
seine inneren Organe, sein Herzkreislaufsystem und sein
Gehirn bei Bedarf zu duplizieren. Das liegt in der
Entwicklungsgeschichte des Regenwurms begründet. So
nützlich er im Garten ist, so leicht wird er auch vom
Menschen aus Versehen geteilt. Das weiß jeder Gärtner,
der im Übereifer beim Jäten schon einmal einen
Regenwurm geteilt hat. Der Regenwurm hat sich in
seiner Evolution diesen tragischen Unfällen angepasst,
indem er die Fähigkeit entwickelt hat, sich bei Bedarf aus
zwei Hälften neu entstehen zu lassen. Praktisch, oder?

Deceptive Non-Deceptive
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Deception modeling in DeFaBel

Work in Progress:
● Current models do not recognize deception in this corpus
● We do not find the linguistic markers known to indicate deception in English
● But:
Deceptive arguments are less suitable to
fact-check the original statement than real arguments!

NLI-based

Evidence-based

Fact Checker

Entailment

Contradiction

Argument

Statement
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Take Home

● NLP Research is driven by task definitions, annotation and modeling
● Modeling emotions benefits from knowledge from psychological theories
● Deception (in German without topic bias) is not recognizable (yet)
● Deceptive arguments are less supportive for claims than honest ones
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Thank you for
your attention.
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